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Lecture No. One 

 

Introduction To Control 

System 

 

This lecture discusses the following  topics : 

  

1.1 Introduction. 

1.2 Open Loop System.  

1.3 Close Loop System.  

1.4 Definitions of control system. 

1.5 The engineering control  problem.   

1.6 Solved Examples 

1.7 Problems  
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1.1. Introduction: 

The toaster in Fig.1.1 can be set for the desired darkness of the toasted bread. 

The setting of the ‘‘darkness’’ knob, or timer, represents the input quantity, 

and the degree of darkness and crispness of the toast produced is the output 

quantity. If the degree of darkness is not satisfactory, because of the condition 

of the bread or some similar reason, this condition can in no way 

automatically alter the length of time that heat is applied. Since the output 

quantity has no influence on the input quantity, there is no feedback in this 

system. The heater portion of the toaster represents the dynamic part of the 

overall system, and the timer unit is the reference selector. 

 

 

Fig. 1.1 Open-loop control system automatic toaster 

 

The dc shunt motor of Fig. 1.2 is another example. For a given value of field 

current, a required value of voltage is applied to the armature to produce the 

desired value of motor speed. In this case the motor is the dynamic part of the 

system, the applied armature voltage is the input quantity, and the speed of the 

shaft is the output quantity. A variation of the speed from the desired value, 

due to a change of mechanical load on the shaft, can in no way cause a change 

in the value of the applied armature voltage to maintain the desired speed. 

Therefore, the output quantity has no influence on the input quantity. 

Desired toast 

"Darkness setting" 



 

 

 

 

 

 

7 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

1.2. Open Loop System: 

Systems in which the output quantity has no effect upon the input quantity are 

called open-loop control systems. The examples just cited are represented 

symbolically by a functional block diagram, as shown in Fig. 1.2.C. In this 

figure, (1) the desired darkness of the toast or the desired speed of the motor is 

the command input, (2) the selection of the value of time on the toaster timer 

or the value of voltage applied to the motor armature is represented by the 

reference-selector block, and (3) the output of this block is identified as the 

reference input. The reference input is applied to the dynamic unit that 

performs the desired control function, and the output of this block is the 

desired output. 

 

(a) 

 

 

 

( b) 

Fig. 1.2. Open-loop control system (a) electric motor; (b) functional block 

diagram.                            

A person could be assigned the task of sensing the actual value of the output 

and comparing it with the command input. If the output does not have the 

Reference 

selector 

Dynamic  
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Output Reference 

input 

Command 

input 
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desired value, the person can alter the reference-selector position to achieve 

this value. Introducing the person provides a means through which the output 

is feedback and is compared with the input. Any necessary change is then 

made in order to cause the output to equal the desired value. 

1.3. Close Loop System: 

The feedback action therefore controls the input to the dynamic unit. Systems 

in which the output has a direct effect upon the input quantity are called closed 

loop control systems. To improve the performance of the closed-loop system 

so that the output quantity is as close as possible to the desired quantity, the 

person can be replaced by a mechanical, electrical, or other form of a 

comparison unit. The functional block diagram of a single-input single-output 

(SISO) closed-loop control system is illustrated in Fig. 1.3. Comparison 

between the reference input and the feedback signals results in an actuating 

signal that is the difference between these two quantities. The actuating signal 

acts to maintain the output at the desired value. This system is called a closed-

loop control system.. 

 

 

 

 

 

 

Fig. 1.3. Functional block diagram of a closed-loop system 

The designation closed-loop implies the action resulting from the comparison 

between the output and input quantities in order to maintain the output at the 

Reference 
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desired value. Thus, the output is controlled in order to achieve the desired 

value. 

Examples of closed-loop control systems are illustrated in Figs. 1.4&1.5 . In a 

home heating system the desired room temperature (command input) is set on 

the thermostat in Fig.1.4. (reference selector).A bimetallic coil in the 

thermostat is affected by both the actual room temperature (output) and the 

reference-selector setting. If the room temperature is lower than the desired 

temperature, the coil strip alters its shape and causes a mercury switch to 

operate a relay, which turns on the furnace to produce heat in the room.  

When the room temperature reaches the desired temperature, the shape of the 

coil strip is again altered so that the mercury switch opens. This deactivates 

the relay and in turn shuts off the furnace. In this example, the bimetallic coil 

performs the function of a comparator since the output (room temperature) is 

fed back directly to the comparator. The switch, relay, and furnace are the 

dynamic elements of this closed-loop control system.  

A closed-loop control system of great importance to all multistory buildings is 

the automatic elevator of Fig.1.5. A person in the elevator presses the button 

corresponding to the desired floor. This produces an actuating signal that 

indicates the desired floor and turns on the motor that raises or lowers the 

elevator. As the elevator approaches the desired floor, the actuating signal 

decreases in value and, with the proper switching sequences, the elevator stops 

at the desired floor and the actuating signal is reset to zero. The closed loop 

control system for the express elevator in the Sears Tower building in Chicago 

is designed so that it ascends or descends the 103 floors in just under1min 

with maximum passenger comfort. 
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Fig.1.4. Home heating block diagram control system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.5. Automatic elevator. 
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1.4. Definitions of control system. 

From the above description there are many terms can be defined as:  

Control Theory: It is that part of science which concern control problems.  

Control Problem: If we want something to act or vary according to a certain 

performance specification, then we say that we have a control problem. Ex. 

We want to keep the temperature in a room at certain level and as we order, 

then we say that we have temperature control problem.  

Plant: A piece of equipment’s the purpose of which is to perform a particular 

operation (we will call any object to be controlled a plant). Ex. Heating 

furnace, chemical reactor or space craft.  

The system: A combination of components that act together to perform a 

function not possible with any of the individual parts. The word system as 

used herein is interpreted to include physical, biological, organizational, and 

other entities, and combinations thereof, which can be represented through a 

common mathematical symbolism. The formal name systems engineering can 

also be assigned to this definition of the word system. Thus, the study of 

feedback control systems is essentially a study of an important aspect of 

systems engineering and its application.  

Process: Progressively continuing operation or development marked by a 

series of gradual changes that succeed one another in a relatively fixed way 

and lead towered a particular results or end. In this lectures we call any 

operation to be controlled a process. 

Reference selector (reference input element): The unit that establishes the 

value of the reference input. The reference selector is calibrated in terms of the 

desired value of the system output.  
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Reference input: The reference signal produced by the reference selector, i.e., 

the command expressed in a form directly usable by the system. It is the actual 

signal input to the control system.  

Disturbance input: An external disturbance input signal to the system that has 

an unwanted effect on the system output.  

Forward element (system dynamics): The unit that reacts to an actuating 

signal to produce a desired output. This unit does the work of controlling the 

output and thus may be a power amplifier. 

Output (controlled variable): The quantity that must be maintained at a 

prescribed value, i.e., following the command input without responding the 

disturbance inputs.  

Open-loop control system: A system in which the output has no effect upon 

the input signal. Ex. heater, light, washing machine. 

Feedback element: The unit that provides the means for feeding back the 

output quantity, or a function of the output, in order to compare it with the 

reference input.  

Actuating signal: The signal that is the difference between the reference input 

and the feedback signal. It is the input to the control unit that causes the output 

to have the desired value.  

Closed-loop control system: A system in which the output has an effect upon 

the input quantity in such a manner as to maintain the desired output value. 

The fundamental difference between the open- and closed-loop systems is the 

feedback action, which may be continuous or discontinuous. In one form of 

discontinuous control the input and output quantities are periodically sampled 

and discontinuous. Continuous control implies that the output is continuously 

feedback and compared with the reference input compared; i.e., the control 
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action is discontinuous in time. This is commonly called a digital, discrete-

data or sampled-data feedback control system. A discrete data control system 

may incorporate a digital computer that improves the performance achievable 

by the system. In another form of discontinuous control system the actuating 

signal must reach a prescribed value before the system dynamics reacts to it; 

i.e., the control action is discontinuous in amplitude rather than in time. This 

type of discontinuous control system is commonly called an on-off or relay 

feedback control system. Both forms may be present in a system. In this text 

continuous control systems are considered in detail since they lend themselves 

readily to a basic understanding of feedback control systems. With the above 

introductory material, it is proper to state a definition of a feedback control 

system: ‘‘A control system that operates to achieve prescribed relationships 

between selected system variables by comparing functions of these variables 

and using the comparison to effect control.’’ The following definitions are 

also used.  

Servomechanism (often abbreviated as servo): The term is often used to refer 

to a mechanical system in which the steady-state error is zero for a constant 

input signal. Sometimes, by generalization, it is used to refer to any feedback 

control system.  

Regulator. This term is used to refer to systems in which there is a constant 

steady-state output for a constant signal. The name is derived from the early 

speed and voltage controls, called speed and voltage regulators.  
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Major advantages of open loop control system:  

1. Simple construction and ease of maintenance.  

2. Less expensive than the corresponding closed loop system.  

3. There is no stability problem.  

4. Convenient when output is hard to measure or economically not 

feasible.  

The disadvantages of open loop control systems are as follows:  

1. Disturbances and changes in calibration cause errors and the output may 

be different from what is desired.  

2. To maintain the required quality in the output, recalibration is necessary 

from time to time. 

1.5. The engineering control problem:  

In general, a control problem can be divided into the following steps:  

1. A set of performance specifications is established.  

2. The performance specifications establish the control problem.  

3. A set of linear differential equations that describe the physical system is 

formulated or a system identification technique is applied in order to 

obtain the plant model transfer functions.  

4. A control-theory design approach, aided by available computer aided-

design (CAD) packages or specially written computer programs, 

involves the following:  

a. The performance of the basic (original or uncompensated) system is 

determined by application of one of the available methods of 

analysis (or a combination of them).  
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b. If the performance of the original system does not meet the required 

specifications, a control design method is selected that will improve 

the system’s response.  

c. For plants having structured parameter uncertainty, the quantitative 

feedback theory (QFT) design technique may be used. Parametric 

uncertainty is present when parameters of the plant to be controlled 

vary during its operation.  

5. A simulation of the designed nonlinear system is performed.  

6. The actual system is implemented and tested.  

Design of the system to obtain the desired performance is the control problem. 

The necessary basic equipment is then assembled into a system to perform the 

desired control function. Although most systems are nonlinear, in many cases 

the nonlinearity is small enough to be neglected, or the limits of operation are 

small enough to allow a linear analysis to be used. This textbook considers 

only linear systems. A basic system has the minimum amount of equipment 

necessary to accomplish the control function. After a control system is 

synthesized to achieve the desired performance, final adjustments can be made 

in a simulation, or on the actual system, to take into account the nonlinearities 

that were neglected. A computer is generally used in the design, depending 

upon the complexity of the system. The essential aspects of the control system 

design process are illustrated in Fig.1.6. Note: The development of this figure 

is based upon the application of the QFT design technique. A similar figure 

may be developed for other design techniques. The intent of (Fig.1.6) is to 

give the reader an overview of what is involved in achieving a successful and 

practical control system design.  
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Finally the following design policy includes factors that are worthy of 

consideration in the control system design problem:  

1. Use proven design methods.  

2. Select the system design that has the minimum complexity.  

3. Use minimum specifications or requirements that yield a satisfactory 

system response. Compare the cost with the performance and select the 

fully justified system implementation.  

4. Perform a complete and adequate simulation and testing of the system. 
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Fig. 1.6. A control system design process: bridging the gap [ ref 2]. 
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1.6. Solved Examples 

Example 1: Fig.1.7.a.  is a schematic diagram of a liquid level control system. 

Here the automatic controller maintains the liquid level by comparing the 

actual level with the desired level and correcting any error by adjusting the 

opening of pneumatic valve. Fig.1.7.b. is the corresponding block diagram of 

the control system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1.7. (a) Liquid level control system,(b) corresponding block diagram 

 

To draw the block diagram for a human operated liquid level as an example of 

closed loop control system we will need the following parts (see Fig. 1.8): 

1. Eyes as a sensor .                  2. Brain  as a controller  

3. Muscles as a pneumatic valve  as in the following block diagram  
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Fig.1.8. Block diagram of human operated liquid level control system 

 

Example 2. An engineering organization system is composed of major groups 

such as management, research and development, preliminary design, 

experiment, product design and drafting, fabrication and assembling and 

testing. These groups are interconnected to make up the whole operation. The 

system may be organized by reducing it to the most elementary set of 

components necessary that can provide the analytical detail required and by 

representing the dynamic characteristics of each component by a set of simple 

equations. The functional block diagram of the engineering organization can 

be illustrated as in the block diagram is shown in Fig. 1.9. 

 

 

 

 

 

 

Fig.1.9. Block Diagram of an engineering organization system 
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1.7.  Problems 

 

P.1.1. Give two examples of feedback control systems in which a human acts 

as a controller?  

P.1.2. Explain the open-loop control system by functional diagram and 

describe the blocks by practical example?  

P.1.3. Explain the closed-loop system by functional block diagram and 

compared it with open-loop control system? 

P.1.4. Many closed-loop and open-loop control systems may be found in 

homes. List several examples and describe them? 

P.1.5. Draw the general block diagram of control system and explain each 

block in the sketch? 
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Lecture No. Two 

 

Mathematical 

Representation of Physical 

Systems 

 

This lecture discusses the following  topics : 

2.1. Introduction: 

2.2. Electrical system. 

2.3. Multiloop Electric Circuits. 

2.4. State Space Concepts (S.S) 

2.5. Transfer Function (T.F): 

2.6. Correlation between transfer functions and state-space equations. 
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2.7. Transfer Function From State-Variable Representation: 

2.8. State Variable Representation From Transfer Function: 

2.9. Properties of the State Transition Matrix: 

2.10. Complex impedances. 

2.11. Transfer function of nonloading cascaded system. 

2.12. Mecanical Systems. 

2.12.1. Translational mechanical systems 

2.12.2. Rotational mechanical systems 

2.13. Liquid systems. 

2.14. Thermal systems.   

2.15. Extra systems 

2.15.1. Gear trains 

2.15.2. Potentiometer 

2.15.3. Error Detector 

2.15.4. First-Order Op-Amp 

2.16.  Simulation diagram 
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2.1. Introduction:  

● Mechanical, electrical, thermal, hydraulic, economic, biological, etc, 

systems, may be characterized by differential equations.  

●The response of dynamic system to an input may be obtained if these 

differential equations are solved.  

●The differential equations can be obtained by utilizing physical laws 

governing a particular system, for example, Newton's laws for mechanical 

systems, Kirchhoff's laws for electrical systems, etc.  

Mathematical models: The mathematical description of the dynamic 

characteristic of a system. The first step in the analysis of dynamic system is 

to derive its model. Models may assume different forms, depending on the 

particular system and the circumstances. In obtaining a model, we must make 

a compromise between the simplicity of the model and the accuracy of results 

of the analysis.  

Transfer functions: The transfer function of a linear time-invariant system is 

define to be the ratio of the Laplace transform ( z transform for sampled data 

systems) of the output to the Laplace transform of the input (driving function), 

under the assumption that all initial conditions are zero.  

Example: Consider the linear time-invariant system 
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same thing is applied to obtain the L.T. of x(t).by substitute all initial 

condition to zero. The transfer function of the system become. 

Transfer function =
maSna
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● Transfer function is not provide any information concerning the physical 

structure of the system (the T.F. of many physically different system can be 

identical).  

● The highest power of s in the denominator of T. F. is equal to the order of 

the highest derivative term of the output. If the highest power of s is equal to n 

the system is called an nth order system.  

How you can obtain the transfer function (T. F.)?  

1- Write the differential equation of the system  

2- Take the L. T. of the differential equation, assuming all initial condition to 

be zero.  

3- Take the ratio of the output to the input. This ratio is the T. F.  
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In general, variables that are functions of time are represented by lowercase 

letters. These are sometimes indicated by the form x(t ), but more often this is 

written just as x. There are some exceptions, because of established 

convention, in the use of certain symbols. To simplify the writing of 

differential equations. The symbols D and1/D are defined by: 

dt

tdy
Dy

)(
 ,

2

2
2 )(

dt

tyd
yD                                                                               (2.2)  

00

0

0
)()()(

11 YdydydyyyD tt

D
   


                                             (2.3) 

where Yo represents the value of the integral at time t = 0, that is, the initial 

value of the integral.  

2.2. Electrical system:  

For the series RLC circuit shown in Fig.2.1, 

 

 

 

Fig.2.1. Series Resistor–Inductor–Capacitor Circuit 

the applied voltage is equal to the sum  of the voltage drops when the switch  

is closed: 

eVVV CRL                                                                                         (2.4) 



 

 

 

 

 

 

26 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

ei
CD

RiLDi 
1

                                                                                      (2.5) 

The circuit equation can be written in terms of the voltage drop across any 

circuit element. For example, in terms of the voltage across the resistor, VR = 

Ri, the equation become: 

ev
RCD

vD
R

L
RRVR 

1
                                                                              (2.6)   

For LRC circuit in Fig.2.2. 

 

Fig.2.2. Series Resistor–Inductor–Capacitor Circuit 

Applying Kirchhoff’s voltage law to the system shown. We obtain the 

following equation; 

ieidt
C

Ri
dt

di
L  

1
                                                                                  (2.7) 

oeidt
C


1

                                                                                                  (2.8) 

Above two equations give a mathematical model of the circuit. Taking the 

L.T. of equations, assuming zero initial conditions, we obtain: 
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The final transfer function of the series RLC circuit will be as in the following 

equation : 

1

1

(

)(
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RCSLCSSE

SE

i

o                                                                             (2.11) 

2.3. Multi loop Electric Circuits  

Multi loop electric circuits (see Fig.2.3) can be solved by either loop or nodal 

equations.  

 

Fig.2.3. Multi loop network 

The following example illustrates both methods. The problem is to solve for 

the output voltage Vo.  

Loop Method: A loop current is drawn in each closed loop (usually in a 

clockwise direction); then Kirchhoff ’s voltage equation is written for each 

loop: 
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The output voltage is Vo=R3 i3 These four equations must be solved 

simultaneously to obtain Vo(t) in terms of the input voltage e(t) and the circuit 

parameters. 

Node Method: The junctions, or nodes, are labeled by letters in Fig.2.4. 

Kirchhoff’s current equations are written for each node in terms of the node 

voltages, where node d is taken as reference. The voltage Vbd is the voltage of 

node b with reference to node d. For simplicity, the voltage Vbd is written just 

as Vb. 

 

Fig.2.4. Multi node network 

0321  iii  

0543  iii  
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Since there is one known node voltage Va=e two unknown voltages Vb and 

Vo, only two equations are required:  

For node b and node c:  

In terms of the node voltages, these equations are: 

0
2

0

1
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vv b
b
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0)(
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32
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ev
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Rearranging the terms in order to systematize the form of the equations gives: 
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For this example, only two nodal equations are needed to solve for the 

potential at node c. An additional equation must be used if the current in R3 is 

required. With the loop method, three equations must be solved 

simultaneously to obtain the current in any branch; an additional equation 

must be used if the voltage across R3 is required. The method that requires the 

solution of the fewest equations should be used. This varies with the circuit.  

The rules for writing the node equations are summarized as follows:  

1. The number of equations required is equal to the number of unknown node 

voltages.  
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2. An equation is written for each node.  

3. Each equation includes the following:  

(a) The node voltage multiplied by the sum of all the admittances that are 

connected to this node. This term is positive.  

(b) The node voltage at the other end of each branch multiplied by the 

admittance connected between the two nodes. This term is negative.  

2.4. State Space Concepts:  

Basic matrix properties are used to introduce the concept of state and the 

method of writing and solving the state equations.  

State: The state of a system is a mathematical structure containing a set of n 

variables x1(t ), x2(t ), . . . , xi(t ), . . . , xn(t ), called the state variables, such 

that the initial values xi(to) of this set and the system inputs uj(t ) are sufficient 

to describe uniquely the system’s future response of t ≥ to. A minimum set of 

state variables is required to represent the system accurately. The m inputs, 

u1(t ), u2(t ), . . . ,uj(t ), . . . ,um(t ), are deterministic; i.e., they have specific 

values for all values of time t ≥ to.  

Generally the initial starting time to is taken to be zero. The state variables 

need not be physically observable and measurable quantities; they may be 

purely mathematical quantities. The following additional definitions apply:  
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State Vector: The set of state variables xi(t) represents the elements or 

components of the n-dimensional state vector x(t); that is,

X
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                                                                           (2.12) 

The order of the system characteristic equation is n, and the state equation 

representation of the system consists of n first-order differential equations. 

When all the inputs uj (t) to a given system are specified for t> to, the 

resulting state vector uniquely determines the system behavior for any t > to.  

State Space: State space is defined as the n-dimensional space in which the 

components of the state vector represent its coordinate axes.  

State Trajectory: State trajectory is defined as the path produced in the state 

space by the state vector x(t) as it changes with the passage of time. State 

space and state trajectory in the two-dimensional case are referred to as the 

phase plane and phase trajectory, respectively.  

The first step in applying these definitions to a physical system is the selection 

of the system variables that are to represent the state of the system.  

Note that there is no unique way of making this selection. The three common 

representations for expressing the system state are the physical, phase, and 

canonical state variables.  

The selection of the state variables for the physical-variable method is based 

upon the energy-storage elements of the system. Table 1 lists some common 
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energy-storage elements that exist in physical systems and the corresponding 

energy equations. The physical variable in the energy equation for each 

energy-storage element can be selected as a state variable of the system. Only 

independent physical variables are chosen to be state variables.  

Independent state variables are those state variables that cannot be expressed 

in terms of the remaining assigned state variables. In some systems it may be 

necessary to identify more state variables than just the energy-storage 

variables. This situation is illustrated in some of the following examples, 

where velocity is a state variable. When position, the integral of this state 

variable, is of interest, it must also be assigned as a state variable. 

For the circuit of Series RLC Circuit (Fig.2.2). This circuit contains two 

energy-storage elements, the inductor and capacitor. From Table 1, the two 

assigned state variables are identified as x1=Vc (the voltage across the 

capacitor) and x2=i (the current in the inductor). Thus two state equations are 

required.  

Fig 2.3 is redrawn in Fig. 2.4 with node b as the reference node. The node 

equations for node a and the loop equations are, respectively, 

2

. xCx   

uxRxLx  12

.

2  

Rearranging terms to the standard state equation format yields: 
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               (2.13) 

Table 2.1.Energy storage elements 

Equation (2.13) represents the state equations of the system containing two 

independent state variables. Note that they are first-order linear differential 

equations and are n=2 in number. They are the minimum number of state 

equations required to represent the system’s future performance.  

System Elemnet Energy Physical variable 

Electrical 

Capacitor (C) 
   

 
 Voltage (v) 

Inductor (L) 
   

 
 Current (i) 

Mechanical 

Mass (M) 
   

 
 

Translational velocity 

(v) 

Moment of inertia (J) 
   

 
 Rotational velocity (w) 

Spring (K) 
   

 
 Displacement (x) 

Fulid 

Fluid compressibility  

(  
 

  
  

   
 

   
 Pressure  (PL) 

Fluid capacitor C=ρA 
    

 
 Height (h) 

Thermal Thermal capacitor C 
   

 
 Temperature (ϴ) 
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State equation. The state equations of a system are a set of n first-order 

differential equations, where n is the number of independent states.  

The state equation represented by Eq(2.12)is expressed in matrix notation as: 

u

L
x

x

LRL
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X

X
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                                                          (2.14) 

The standard form of the state space equation is: 

BuAxX .
 

In this case ,the matrix A which is the system matrix will be : 

A= 








 LRL

C

//1

/10
, nxn plant coefficient matrix 

Matrix B ,which is input matrix will be : 

B=














L

1

0

, nx1 control matrix 

and, in this case, u=[u] is a one-dimensional control vector.  

In ( BuAxX . ), matrix A and x are conformable. If the output quantity y(t) 

for the circuit of Fig.8 is the voltage across the capacitor vC, then 

1)( xvty c   

Thus the matrix system output equation for this example is: 
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u
x

x
DuCxty ]0[

2

1
]01[)( 








                                                                (2.15) 

Where : C is the output matrix with 1xn dimension for single input single 

output system (SISO), 

D is the forward matrix =0. 

For a multiple-input multiple-output (MIMO) system, with m inputs and l 

outputs, these equations become: 

BuAxX .

  and   DuCxy       ;  Where: 

 A = n × n  plant or system matrix    ;  B = n × m  control or input matrix  

C = l × n  output matrix     ;  D = l × m  feed forward matrix  

u = m- dimensional control vector   

y = l- dimensional output vector 

The block diagram of the state space representation can be shown in the 

Fig.2.5. 

 

 

 

 

Fig.2.5. Block diagram of the linear, continuous time control system 

represented in state space. 
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2.5. Transfer Function (T.F):  

If the system differential equation is linear, the ratio of the output variable to 

the input variable, where the variables are expressed as functions of the D 

operator, is called the transfer function.  

Consider the system output vC=y in the RLC circuit of Fig.2.1  substituting 

i=CDvC  into Eq( LDi+Ri+1/CD i=e), yields: (LCD
2
+RCD+1)vc;(t)  

The system transfer function is: 

1

1

)(

)(

)(

)(
)(

2 


RCDLCDte

tv

tu

ty
DG c               (2.16)  

The notation G(D) is used to denote a transfer function when it is expressed in 

terms of the D operator. It may also be written simply as G. 

The block diagram representation of this system (Fig.2.6) represents the 

mathematical operation G(D)u(t)=y(t); that is, the transfer function times the 

input is equal to the output of the block. The resulting equation is the 

differential equation of the system.  

 

Fig.2.6. Block diagram representation. 

 Note: sometime used the symbol (s) instead of (D) and transfer function 

becomes writing as (G(s)) and D≡s and D2≡s2 ……, and the equation (2.16) 

will write as:  

1

1
2 


RCSLCS

G                                                                                   (2.17) 

G(D) 
u(t) y(t) 
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The program by using Matlab to change between the two forms for 

representation of control system ( State Space and Transfer Function ) can be 

shown below; 

% The change in form from SS to TF is:  

Cy=1;Ly=10;Ry=100;  

A=[ 0  /Cy  -1/Ly -Ry/Ly ];  

B=[0  1/Ly];  

C=[1 0];  

D=[0];  

[num,den]=ss2tf(A,B,C,D)  

% The change in form from TF to SS is:  

numc=[0 0 1];  

denc=[Ly*Cy Ry*Cy 1];  

[AA,BB,CC,DD]=tf2ss(numc,denc)  

In the Matlab/Simulink can be done as in the Fig. 2.7. 

 

Fig.2.7. Simulink state space representation of control system 

H.W. Implement the program and compare between two results? 
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2.6. Correlation between transfer functions and state-space equations 

  The following full derivation of transfer function of SISO system from the 

state-space equations. Let us consider the system whose transfer function is 

given by: 

)(

)(
)(

sU

sY
sG                   (2.18) 

This system may be represented in state space by the following equations: 

BuAxX .                  (2.19) 

DuCxy   

Where  

x is the state vector ,u is the input and y is the output. The Laplace transform 

of the equation 2 is given by: 









)()()(

)()()0()(

sDusCxsY

sBusAxxssx
                 (2.20)

 Since the transfer function is previously defined as Laplace 

transformation of the output to the input with zero initial conditions, we 

assume that x(0)=0,then we have  

)()()( sBusAxssx   or )()()( sBUsXASI   

Multiplying 1)(  ASI  to both sides of the last equation we will obtain 

)()()( 1 SBUASIsX                 (2.21) 
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Substitute (2.21) in (2.20) we get 

)(])([)( 1 sUDBASICsY                 (2.22) 

So that the transfer function of the system represented by state space will be: 

])([)(/)()( 1 DBASICsUsYsG                (2.23) 

The right hand side of equation (2.23) involves 1)(  ASI .Hence G(s) can be 

written as  

|)(|/)()( ASIsQsG   

Where Q(s) is a polynomial in s .Therefore,  |)(| ASI  is equal to the 

characteristic polynomial of G(s).in other words ,the Eigen values of A are 

identical to the poles of G(s). 

 

Fig.2.8. Block diagram of state equation and output equation 

From Fig.2.8. can be written the following states equations: 

uyx 01   
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Where 0 , 1 , 2 , n  are determined from 

00 b  

0111  ab   

021122  aab   

03122133  aaab   

. 

. 

02211 .....  nnnnnn aaab    

With this choice of state variables, the existence and uniqueness of the 

solution of the state equation is guaranteed. (Note that this is not the only 

choice of a set of state variables). With the present choice of state variable, we 

obtain   

uxx 121
.   

uxx 232
.   
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uxx nnn 11
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uxaxaxax nnnnn   1211
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In term of vector matrix equations, the output equation can be written as 

u

x

x

x

x

x

aaaaax

x

x

x

x

n

n

n

n

nnnnn

n

















































































































1

3

2

1

.

1
.

3

2

1

1321
.

1
.

3
.

2
.

1
.

10000

01000

00100

00010

 

    u

x

x

x

x

x

y

n

n

0

.

1
.

3

2

1

00001 



























 

Or 

DUCXY

BUAXX



.

 

Where  



























n

n

x

x

x

x

x

X

.

1
.

3

2

1



























 1321

10000

01000

00100

00010

aaaaa

A

nnnn

,



























n

n

B











1

3

2

1

 

]00001[C  



 

 

 

 

 

 

42 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

00 bD    

 Note that the state space representation for the transfer function is 

n
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Example (1): Obtain the state equations for the circuit of Fig.2.9. The output 

is the voltage v1.The input or control variable is a current source i(t). The 

assigned state variables 

are i1 , i2 , i3 , v1 , and v2 , ? 

 

Fig.2.9. Circuit of Example 4. 

Solution:  

Three loop equations and two node equations are written: 

111 DiLv   or  
dt

di
Lv 1

11   

1222 vDiLv    

332 DiLv   
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2.7. Transfer Function from State-Variable Representation: 

Having established the conditions for the equivalence of the state-variable 

representation with that of the transfer-function, we are interested to find one 

representation from the other by finding their relationship. Let us consider first 

the problem of determining the transfer function of a system given the state 

variable representation 

)()()(. tButAxtX   

)()( tCxty   

since the transfer-function representation is expressed in the frequency 

domain, we begin by taking the Laplace transform of both equations, 

assuming as usual in transfer-function determination that the initial conditions 

on x are all zero. 

)()( sBUsAXSX                  (2.24) 
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)()( sCXsY                             (2.25) 

Grouping the two X(s) terms in Equation (2.24) we have 

(sI – A)X(s) = BU(s) 

where the identity matrix has been introduced to allow the indicated 

multiplication compatible. Now, pre-multiplying both sides of the above 

equation by (sI – A)
-1

, we get 

X(s) = (sI – A)
-1

 BU(s) 

We substitute this result in Equation (2.25) to obtain 

Y(s) = C(sI – A)
-1

 BU(s) 

Comparing this relation between Y(s) and U(s) with the Equation  

(Y(s) = G(s)U(s))  

we find that the transfer function matrix G(s) as: 

G(s) = C(sI – A)
-1

 B 

For the single input-single output case, this result reduces to 

G(s) = c′(sI – A)
-1

 b 

The matrix (sI – A)
-1

 is commonly referred to as the resolving matrix and is 

designated by φ(s), 

φ(s) = (sI – A)
-1

 

In terms of this notation the Equations become 
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G(s) = C φ(s) B and G(s) =c′ φ(s) b                             (2.26) 

 

Example (2): Consider the system represented by the equations 
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0
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The matrix (sI – A) in this example becomes 
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Its inverse is found as 
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Hence, transfer function will be as 
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In the above example, we observe that the determinant of the matrix (sI – A) is 

equal to the denominator polynomial of G(s). This is always true for single 

input - single output systems. Although Equation (2.26) provide a direct 

method for determining the transfer function of a system from a state-variable 

representation of the system, it is generally not the most efficient method. 
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2.8. State Variable Representation from Transfer Function: 

In Section 2.6 we have shown how to get the transfer function model of a 

linear continuous system when its state-variable form is available. We shall 

now take up the issue of getting the state-variable model when the transfer 

function model is available. Since the state-variable representation is not 

unique, there are, theoretically, an infinite number of ways of writing the state 

equations. We shall present here one method for deriving a set of continuous 

state variable representation from the transfer function. Analogous procedure 

may be followed for writing the continuous state equation from pulse transfer 

function in S domain. The transfer function of single-input-single-output 

system of the form: 

01
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Can be written ,after introducing an auxiliary variable E(s) as 
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From Theorem of Laplace transform, we note the following relations between 

the variables in the s domain and time domain with zero initial conditions 

)()( tesE   



 

 

 

 

 

 

47 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

)()( . tessE   

)()( ..2 tesEs   

Under this correspondence we define the state variables 

)()(1 tetx    

)()()( ..

12 tetxtx   

)()()( ...

23 tetxtx   
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. 

)()()( 1.

1 tetxtx n

nn



   

From above two Equations group we obtain the state equations 

)()( 21
. txtx   

)()( 32
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In matrix notation this becomes 
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In compact form, it is written as :  
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x’(t) = A x(t) + Bu(t) ;  The output equation is obtained from as  

which may be written compactly a s y(t) = Cx(t)  

Hence the last two Equations are a set of state equations for the continuous 

system described by transfer function. Another convenient and useful 

representation of the continuous system is the signal flow graph or the 

equivalent simulation diagram. These two forms can be derived, after dividing 

both the numerator and denominator of first Equation by sn : 

)(

)(
*

.......

......

)(

)(
)(

01

2

2

1

1

01

2

2

1

1

sE

sE

bsbsbsbs

asasasa

sU

sY
sG

n

n

n

n

n

n

n

n

n




















  

 From this expression we can get  two equations 
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The above equation can be rewritten as follows 
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Example (3): Let us consider a single input single output system of the last 

Example which is reproduced below for quick reference: 
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1

0
b ,  01c ,  00d  

We are interested to find its solution with initial condition   x′(t0) = x′(0) = [0 

0] and  unity step input u(t) = us(t). The resolving matrix φ(s) given by 

relation (φ(s) = (sI – A)
-1

 ) is written as : 
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Substituting the value of x'(0)=[0 0] and unit step input in the equation we get 
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Therefore y(t) is computed as y(t)=cx(t)+du(t) 
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2.9. Properties of the State Transition Matrix: 

Some useful properties of the state transition matrix φ(t) are recorded below : 

1. IeA  0)0( (identity matrix) 

2.  Atet)( 1)( )(
1  


te At   or )()()( 11 ttt     

3. 
 )(

21
21)(

ttA
ett )()()()(. 1221

21 ttttee
AtAt    

4. )())(( ntt n    

5. )()()( 313221 tttttt   for any t1, t2, t3 

6. )(
)(

tA
dt

t



  

2.10. Complex impedances.  

Consider the circuit shown in Fig.2.10, then the T.F of this circuit is 

 

 

 

Fig.2.10. circuit diagram of complex impedance 
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Where  
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RLssZ )(1  

Cs
sZ

1
)(2   

IsEsZ /)()(   

Hence the T.F. Eo(s)/Ei(s) can be found as follows; 

1

1

1

1

)(

)(
2

0







RCsLCs

Cs
RLs

Cs

sE

sE

i

 

Example (4): Consider the electrical cct shown in Fig.2.11. Obtain the T.F 

Eo(s)/Ei(s) by use of the block diagram approach? 

 

 

Fig. 2.11. Circuit diagram of Example 5. 

Solution:  

Equations of the circuit in Fig.2.11 are: 

  1121
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By taking the L.T. for the above equation: 

1121

1

)()()((
1

)( RsIsIsI
sC

sE i               (2.27) 

222

2

12

1

)()(
1

)()((
1

0 RsIsI
sC

sIsI
sC

             (2.28) 

)(
1

)( 2

2

0 sI
sC

sE   

By using Eq(2.27), we get: 

)()(])()([ 21111 sIsIRsIsEsC i                (2.29) 

From Eq’s(2.28)&(2.29) we get: 

)]()([
1

*
1

)( 21

122

2
2 sIsI

sCsCR

sC
sI 


  

The transfer function of Eo(s)/Ei(s) can written in term of I2(s) as follow: 

sCRsCRsCRsE

sE

i 212211

0

)1)(1(

1

)(

)(


             (2.30) 

The term R 1 C 2 s in the denominator of the transfer function represents the 

interaction of two simple RC circuits .since (R 1 C 1 +R 2 C 2 +R1 C) 2 > (4R1

C1R2C2) the two roots of the denominator of equation (2.30) are real. The 

present analysis show that if two RC circuits are connected cascade so that the 

output from the first circuit is the input to the second, the overall transfer 

function is not the product of 1/(R 1 C 1 s+1) and 1/(R 2 C 2 s+1). 
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The reason for this is that when we derive the transfer function for an isolated 

circuit, we implicitly assume to be infinite which means that no power is being 

withdrawn at the output. when the second circuit is connected to the output of 

the first , however, a certain amount of power is with –drawn and thus 

assumption of no loading  then violated  therefore if the  transfer function of 

this system is obtained under the assumption of no loading then it is not valid . 

The degree of the loading effect determines the amount of modification of the 

transfer function. 

2.11. Transfer functions of non-loading cascaded elements 

The transfer function of a system consisting of two no loading cascaded 

elements can be obtained by eliminating the intermediate input and output. For 

example consider the system shown in Fig.2.12.a. The transfer functions of the 

elements are:          
)(

)(
)(

1

2
1

sX

sX
sG     and     

)(

)(
)(

2

3
2

sX

sX
sG   

If the input impedance of the second elements is infinite, the input of the first 

element is not affected by connecting it to second element. Then transfer 

function of whole system becomes: 
)(

)(

)(

)(

)(

)(
)(

2

3

1

2

1

3

sX

sX

sX

sX

sX

sX
sG 

 

 

Fig. 2.12. (a) System consisting of two non-loading cascaded elements; (b) an 

equivalent system. 

The transfer function of whole system is thus the product of transfer functions 

of the individual elements. This is shown in Fig.2.12.b.as an example, 

consider the system shown in Fig.2.13,the insertion of an isolating amplifier 

X1(s) 
G1(s) G2(s) 

 

G1(s) G2(s) 
X2(s) X3(s) X3(s) X1(s) 

(a) (b) 
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between the circuits to obtain non-loading characteristics is frequently used  in 

combining circuits. Since the amplifier has very high input impedance, an 

isolation amplifier inserted between two circuits justifies the non-loading 

assumption. The two simple RC circuit, isolated by an amplifier as shown in 

Fig.2.13. Have negligible effects and the transfer function of the entire circuit 

is equal to product of the individual transfer functions, thus in this case  

)
1

1
()

1

1
(

)(

)(

2211

0




sCR
K

sCRsE

sE

i

  

)1)(1(
(

)(

)(

2211

0




sCRsCR

K

sE

sE

i  

 

Fig.2.13. Electrical System.  

Example (5): Armature-Controlled dc motors  

The dc motors have separately excited fields. They are either armature 

controlled with fixed field or field-controlled with fixed armature current. For 

example, dc motors used in instruments employ a fixed permanent-magnet 

field, and the controlled signal is applied to the armature terminals. Consider 

the armature-controlled dc motor shown in the following Fig.2.14.  

Ra = armature-winding resistance, ohms  

La = armature-winding inductance, henrys  
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ia = armature-winding current, amperes 

if = field current, a-pares ; ea = applied armature voltage, volt  

eb = back emf, volts; θ = angular displacement of the motor shaft, radians  

T = torque delivered by the motor, Newton*meter  

J = equivalent moment of inertia of the motor and load referred to the motor 

shaft kg.m2  

f = equivalent viscous-friction coefficient of the motor and load referred to the 

motor shaft. Newton*m/rad/s 

 

Fig.2.14. Circuit Diagram of armature-controlled dc motor 

aiKT 1  ; Where  

  is the air gap flux, ff iK ,kf  is constant 

ffa iKiKT 1  

For a constant field current 
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aKiT  ,k is a motor torque constant 

2keb     

For constant flux 

dt

d
ke bb


 , bk is back emf constant       

The  armature circuit equation is 

abaa
a

a eeiR
dt

di
L                 (2.31) 

The armature current produces torque  which is applied to the both inertia and 

friction  to rotate the motor, hence 

akiT
dt

d
f

dt

d
J 

2
               (2.32) 

Taking the Laplace transform of the above three equation with assuming all 

initial condition is zero 

)()( ssKsE bb   

)()()()( sEsEsIRssIL abaaaa   

)()()()( sEsEsIRsL abaaa   

)(2 sKITfsJs a   

)()( 2 sKITfsJs a   
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The transfer function can be obtained as  

baaaaa KKfRsJRfLJsLs

K

sE

s




)(()(

)(
2


  Try to check this equation 

Example (6): Field-Controlled dc motor  

Find the T.F ( Ө(s)/Ef(s))For the field-controlled dc motor shown in Fig.2.15 

below  

 

Fig.2.15. Circuit Diagram of field-controlled dc motor 

The torque T developed by the motor is proportional to the product of the air 

gap flux ψ and armature current ia so that 

aiKT 1 , k1 is constant 

fiKT 2 , k2  is constant 

fff

f

f eiR
dt

di
L                  (2.33) 

ff ikT
dt

d
f

dt

d
J 

2
               (2.34) 

Taking the Laplace transform of the above three equation with assuming all 

initial condition is zero 
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)()()( sEsIRsL ffff   

)()( 2

2 sIKTfsJs f   

The transfer function can be obtained as  

))(()(

)( 2

fJsRsLs

K

sE

s

ffa 



  Try to check this equation 

H.W. Find  the transfer function 
)(

)(

sI

s

f


and  

)(

)(

sI

sE

f

f

 

2.12. Mechanical Systems:  

Mechanical systems obey Newton’s law that the sum of the forces equals zero; 

that is, the sum of the applied forces must be equal to the sum of the reactive 

forces. The three qualities characterizing elements in a mechanical 

translation* system are mass, elastic, and damping. The following analysis 

includes only linear functions. Static friction, Coulomb friction, and other 

nonlinear friction terms are not included. Basic elements entailing these 

qualities are represented as network elements, and a mechanical network is 

drawn for each mechanical system to facilitate writing the differential 

equations. The mass M is the inertial element. A force applied to a mass 

produces an acceleration of the mass. The reaction force fM is equal to the 

product of mass and acceleration and is opposite in direction to the applied 

force. In terms of displacement x, velocity v, and acceleration a, the force 

equation is 

xMDMDMf vam

2                                                                             (2.35) 
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Fig. 2.16. Network elements of mechanical translate. 

The network representation of mass is shown in Fig. 2.16.a.One terminal, a, 

has the motion of the mass; and the other terminal, b, is considered to have the 

motion of the reference. The reaction force fM is a function of time and acts 

‘‘through ’’M. The elastance, or stiffness, K provides a restoring force as 

represented by a spring. Thus, if stretched, the string tries to contract; if 

compressed, it tries to expand to its normal length. The reaction force fk on 

each end of the spring is the same and is equal to the product of the stiffness K 

and the amount of deformation of the spring. The network representation of a 

spring is shown in Fig.16b. The displacement of each end of the spring is 

measured from the original or equilibrium position. End c has a position xc, 

and end d has a position xd, measured from the respective equilibrium 

positions. The force equation, in accordance with Hooke’s law, is 

)( dcK xxKf   

If the end d is stationary, then xd =0 and the preceding equation reduces to 

cK Kxf   

f 

a 

b 

c 

d 

e 

K B M 

(a) (b) (c) 



 

 

 

 

 

 

60 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

The plot fk vs. xc for a real spring is not usually a straight line, because the 

spring characteristic is nonlinear. However, over a limited region of operation, 

the linear approximation, i.e., a constant value for K, gives satisfactory results.  

2.12.1. Translational mechanical system: 

Example (7): find the transfer function of the following system 

maF   

BDyymDKyF  2 ,K is spring constant, 

 B viscous friction coefficient 

kyBDyymDF  2  

kBsmssF

sY
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1

)(
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Example (8): Find the transfer function of the following system 

 

ykkDyBBymDF )()( 2121

2   

)()(

1

)(

)(

2121

2 kksBBmssF

sY


  

Example (9): Find the transfer function of the following system 

 

)( 211 yykF   

221232211 )()()( DyBBykkyyk   
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Example (10): Find the transfer function of the following system 

 

42431322211 )()()( DyByyDByykyykF   

 

 

 

 

2.12.2. Rotational mechanical systems: 

 TJ  

Where  

J is the moment of inertia 

 is the rotational acceleration 

T is the toque 

 Example(11): Write the mathematical model of the following system 

 

 BDJDT  2  

 BJDT   

Where 

 D .  

 2... D  

Example (12): Write the mathematical model of the following system 
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)( 211

2   KJDT  

221 )(  BDK   

 

 

Example (13): Write the mathematical model of the following system 

 

 

 

 

 

 

)( 211   KT  

21323

2

1211 )()(  DBDBDJKT   

32323

2

2323 )(  KDBDJDB   

2.13. Liquid level systems 

Example1.Write the mathematical model of the following system 

 

dt

dh
cqq

i


0
 

Where  

For laminar flow 

R

h
q 

0
 

For turbulent flow 

RKq 
0
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dt

dh
c

R

h
q

i
  

The differential equation will be 

i
Rqh

dt

dh
Rc   

Taking the Laplace transform 

)()()1( sRQsHRcs
i

  

So that the final transfer function will be  

)1()(

)(
0




Rcs

R

s
i

Q

sH
 

According to that we can find 

)1(

1

)(

)(
0




RcssiQ

sQ
 

Example (14): Find the TF of the interaction liquid level system   

1

21
1 R

hh
q


  

2

2
2 R

h
q   

1
1

1
qq

dt

dh
C   

21
2

2
qq

dt

dh
C        ;          

1)
122211

(2
2211

1

)(

)(
2




cRcRcRsscRcRsQ

sQ
 

Home work : Find TFs.
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Example (15). Find the TF of the non-interaction liquid level system 

1

1
1 R

h
q    

2

2
2 R

h
q   

1
1

1
qq

dt

dh
C   

21
2

2
qq

dt

dh
C   

Home work : Find TFs.

 
)(

)(
2

sQ

sQ
 

2.14. Thermal Systems: 

 

Consider that heat input rate changes from H  to ihH   then heat outflow will 

change from H  to ohH   also the temperature of the out following liquid will 

change from  o  to oo   . Considering change only: 

dt

d
Qhh oi
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Rh.  

Or  

iRh
dt

d
RQ 


 

Note  

Gcho   

R
Gc

1
  

McQ   

By taking Laplace transform 

1)(

)(




RQs

R

s
i

H

s
 

o
h

i
Gc

dt

d
Q  


 

RiRdt

d
Q







1
 

idt

d
RQ 


  

1

1

)(

)(




RQss
i

s




 

In case of changes in both 
i

h
i

& then we have : 

i
Rh

idt

d
Rc  


 

Where  



 

 

 

 

 

 

67 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

:i  Steady state temperature of inflowing liquid, F
o
. 

:o  Steady state temperature of outflowing liquid, F
o
. 

G : steady state liquid flow rate lb/sec. 

M: mass of liquid in tank,lb. 

c: specific heat of liquid tu/lb.F
o
. 

R: thermal resistance, Fo sec/B tu. 

Q: thermal capacitance, B tu/F
o
.
  

:H  Steady state heat i/p rate ,B tu/sec. 

 

2.15. Extra systems 

2.15.1. Gear trains 

A gear train is a mechanical device that transmit energy from one part of a 

system to another in such a way that force, torque ,speed and displacement are 

altered. Two gears are shown coupled together in following figure. The 

inertial and friction of the gears are neglected in the ideal case considered. 

The relationships between the torque T1, T2 and angular displacements ө1, ө2 

and the teeth numbers N1, N2 of the gear train are derived from the following 

facts. 
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1. The number of teeth on the surface of the gear is proportional to the 

radius r1, r2 of the gears ,that is. 

r1N2= r2 N1 

2. The distance traveled along the surface of each gear is same. Therefore  

r1 ө1= r2 ө2 

3. The work done by one gear is equal to that of the other since there is 

assume to be no loss, thus 

T1 ө1= T2 ө2 

If the angular velocities of the two gears are ω1 and ω2 

2
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2.15.2. Potentiometer (transducer): 

Consider linear resistance  

krx    ;  kRX   

R

V
i s     ;   iRVo            

From 1 and 2 

r
R

V
V s

o .  

x
X

V

k

x

k

X

V
V ss

o  .  

If 
X

V
K s

p     ;   xKV po   

2.15.3. Error Detector  

11kVi   

22kVo   

2211  kkE   

If  k1= k2=k 

)( 21   kE  

 

2.15.4. First-Order Op-Amp: 

In addition to adding and subtracting signals, op-amps can be used to 

implement transfer functions of continuous-data systems. While many 

alternatives are available, we will explore only those that use the inverting op-

amp configuration shown in beside Fig.  
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Fig.2.17. Inverting op-amp configuration 

In the figure, Z1(s) and Z2(s) are impedances commonly composed of 

resistors and capacitors. Inductors are not commonly used because they tend 

to be bulkier and more expensive. Using ideal op-amp properties, the input-

output relationship, or transfer function, of the circuit shown in Fig. can be 

written in a number of ways, such as 

)(

)(
)()(

)()(

1

)(

)(

)(

)(
)(

2

1
12

211

2

sY

sY
sYsZ

sYsZsZ

sZ

sE

sE
sG

i

o   

Where Y1(s) = 1/Z1(s) and Y2(s)=1/Z(s) are the admittances associated with 

the circuit impedances. 
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Example (16): For the Fig. below find  The transfer function that  Described 

the relation between Eo(s) and E(s)  (i.e. Find G(s)= Eo(s)/ E(s)?  

Solution: 

 

)(

)(

)(

)(

1

2

sR

sR

sE

sE p
  

scRsE

sE

ii
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The output voltage is  

)]()()([)( 1 sEsEsEsE Dpo   

Thus the transfer function of PID operation amplifier is 
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scR
scRR

R

sE

sE
sG DD

ii


1
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1

20  

scRR

RscRRscRcRR
sG

ii

iiddii

1

11

2

1)(


  

This is transfer function of ( proportional , integral , derivative )(PID) 

controller that will study in details in next time. 

H.W. Find the transfer functions Eo(s)/E(s) for each the circuits shown in (a, 

b) of the below Fig. 

 

 

 

 

2.16. Simulation diagram:  

The simulation diagram is a term can be defined as the connection diagram by 

using analogue tools to describe the differential equation of the mathematical 

model for any system. The elements are used in simulation diagram can be 

shown by: 

 

 

 

Fig.2.18. Elements used in a simulation diagram. 
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One of the methods used to obtain a simulation diagram includes the 

following steps:  

1) Start with differential equation.  

2) On the left side of the equation put the highest-order derivative of the 

dependent variable. A first-order or higher-order derivative of the input may 

appear in the equation. In this case the highest-order derivative of the input is 

also placed on the left side of the equation. All other terms are put on the right 

side.  

3) Start the diagram by assuming that the signal, represented by the terms on 

the left side of the equation, is available. Then integrate it as many times as 

needed to obtain all the lower-order derivatives. It may be necessary to add a 

summer in the simulation diagram to obtain the dependent variable explicitly.  

4) Complete the diagram by feeding back the approximate outputs of the 

integrators to a summer to generate the original signal of step 2. Include the 

input function if it is required.  

Example (17): Draw the simulation diagram for the series RLC circuit of Fig. 

below in which the output is the voltage across the capacitor. 

Solution:  

For the series RLC shown above ,the applied voltage equal to the sum of the 

voltage drops when the switch is closed. 

eVVV Rcl   

eiRidt
cdt

di
l  

1
 

Step1. When y=Vc and u=e we get 
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uYRCYLCY  ...  

Step 2. Rearrange the terms to the  form 

bYaYbuY

Y
LC

Y
L

R
u

LC
Y





...

... 11

 

Where  

a= R/L and b=1/LC 

step3.the signal ..Y
 
is integrated twice as shown in simulink implementation 

(Fig.a) 

step4. The complete block diagram can be illustrated as in Fig.b. 

the state   variables are often selected as the output of the integrators in the 

simulation diagram. 

In this case they are :  

2
...

1
.

2

.

1 ,

xy

xxy

xy







 

The state space representation of the system is 
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Fig.2.19. Simulink implementation 
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Fig.2.20. Simulink implementation of system state space  

Example (18): Draw the simulation diagram that explain the differential 

equation below: 

)sin(5752 ...... uyyyy   

Solution  

yyyuyxxy

xyxyx

xxyxy

752)sin(5 ......
3

.

3

..

3

..
2

..

2

21
..

1







 

From the above eqn’s can be draw the following Simulink diagram can be 

obtained: 

 

Fig.2.21. Simulink block diagram of the given example 
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H.W.(1):  

For the positional servomechanism obtain the closed-loop T.F. for the 

positional servomechanism shown Fig.2.22. Assume that the in-put and output 

of the system are: 

 

Fig.2.22. Circuit Diagram of the positional servomechanism.  

input shaft position and the output shaft  

r = reference input shaft, radian  

c = output shaft, radian  

θ = motor shaft, radian  

k1 = gain of potentiometer error detector = 24/π volt/rad  

kp = amplifier gain = 10  

kb = back emf const.= 5.5*10-2 volts-sec/rad  

K = motor torque constant = 6*10-5 Ib-ft-sec2 

Ra = 0.2 Ω  
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La = negligible  

Jm = 1*10-3 Ib-ft-sec2  

fm = negligble  

Jl = 4.4*10-3 Ib-ft-sec2  

fL = 4*10-2 Ib-ft/rad/sec  

n = gear ratio N1/N2=1/10  

Hint  J = Jm+n2Jl , f = fm+n2fL 

Answer 
)113.0(

72.0

)(

)(




sssE

s

a


 

H.W.(2): Find the circuits diagram for every transfer function below: 
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Lecture No. Three 

 

Block Diagrams Processing 

 

This lecture discusses the following  topics : 

 

3.1. Introduction. 

3.2. Symbols used in block diagrams (B.D).  

3.3. Block Diagram reduction rules.  

3.4. Variables in the Block diagram.  

3.5. The Block Diagram Components. 

3.6. Solved Problems 
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R R±C + 

+ 

± 

3.1. Introduction 

 The representation of physical components by blocks is shown in Lecture two 

for each block the transfer function provides the dynamical mathematical 

relationship between the input and output quantities. Also, lecture one 

describe the concept of feedback, which is used to achieve a better response of 

a control system to a command input. Now, the control systems represents by 

block diagrams. The blocks represent the functions performed rather than the 

components of the system. 

3.2. Symbols used in block diagrams(B.D): 

a. Block: the transfer function(TF) of the system element is placed in the 

block symbolized by, 

 

 

Fig.3.1. Block diagram of a TF 

b. Summing points: The operation of addition or subtraction is performed 

by this system element and symbolized by. 

 

 

 

  

Fig.3.2.Summing point notation 

c. Take off point: This operation is used to provide a dual input (i/p) or 

output(o/p) to a system element and it is represented by, 

 

 

 

Fig.3.3.Take off notation 

d. Direction arrows: this symbol defines a unidirectional flow of the 

signal  

 

Fig.3.4.Arrow notation 

T.F 
i/p o/p 

C C 

C 

Takeoff point 



 

 

 

 

 

 

80 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

X1(s) 
G1(s) G2(s) 

 

G1(s) G2(s) 
X2(s) X3(s) X3(s) X1(s) 

e. Cascaded rule: If two (or more) no load blocks in the same direction 

the output as follow: 

 

 

   
     

     
             

     

     
          

     

     
 

          

          

            

Fig.3.5. Cascaded rule 

3.3. Variables in the Block diagram:  

For the block diagram shown in Fig. below can be define the following term, 

that is represents the standard control system term in the representation of 

physical system in block diagram form:  

Command (v): is the input that is established by some means external to, and 

independent of, the feedback control system.  

Reference input (r): is derived from the command and is the actual signal 

input to the system.  

Controlled variable (c): is the quantity that is directly measured and 

controlled. It is the output of the controlled system. 

Primary feedback (b): is a signal that is a function of the controlled variable 

and that is compared with the reference input to obtain the actuating signal.  

Actuating signal (e): is obtained from a comparison measuring device and is 

the reference input minus the primary feedback. This signal, usually at a low 

energy level, is the input to the control elements that produce the manipulated 

variable. 

Manipulated variable(m): is the quantity obtained from the control elements 

that is applied to the controlled system. The manipulated variable is generally 

at a higher energy level than the actuating signal and may also be modified in 

form.  
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Fig.3.6.  closed loop control system with all signals 

 

Indirectly controlled variable (q): is the output quantity that is related through 

the indirectly controlled system to the controlled variable. It is outside the 

closed loop and is not directly measured for control.  

Ultimately controlled variable: is a general term that refers to the indirectly 

controlled variable. In the absence of the indirectly controlled variable, it 

refers to the controlled variable.  

Ideal value i: is the value of the ultimately controlled variable that would 

result from an idealized system operating with the same command as the 

actual system. 

System error (ye): is the ideal value minus the value of the ultimately 

controlled variable. 

 Disturbance (d): is the unwanted signal that tends to affect the controlled 

variable. The disturbance may be introduced into the system at many places.  
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3.4. Block Diagram reduction rules:  

The rules are using in the block diagram reduction to reduce the complex 

block diagram as single block diagram between input and output. 

Table 3.1. Rules of Block Diagram Reduction 

Transformation B.D Equivalent B.D Equation(T.F) 

Moving summing 

point  

beyond  

a block 

 

 

 

 

 

 
 

     
   

Moving summing 

point a head of a 

block 

 

 

 

 

 

          

Moving 

 block to the 

forward 

 path 

 

 

 

 
 

 

           

Moving 

F/B to the forward 

path 
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± 
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+ 
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3.5. The Block Diagram Components:  

Reference input elements Gv: produce a signal ( r ) proportional to the 

command.  

Control elements Gc: produce the manipulated variable m from the actuating 

signal.  

Controlled system G: is the device that is to be controlled. This is frequently a 

high-power element.  

Feedback element (H): produces the primary feedback b from the controlled 

variable. This is generally a proportionality device but may also modify the 

characteristics of the controlled variable.  

Indirectly controlled system Z: relates the indirectly controlled variable ( q ) 

to the controlled quantity ( c ). This component is outside the feedback loop.  

Idealized system Gi: is one whose performance is agreed upon to define the 

relationship between the ideal value and the command. This is often called the 

model or desired system.  

Disturbance element N: denotes the functional relationship between the 

variable representing the disturbance and its effect on the control system. 
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3.6. Solved Problems 

Prob.1. For the block diagram shown below find the overall transfer function 

ip/op? 

 

Solution:  

By Appling the rules of B.D. reduction can be get:  

by cascaded no load blocks can be reduce the forward direction:  

2

5
)(1




s
sG  

25

2
)(

22





ss

s
sG  

The feed forward TF is: 
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By using negative feedback rule we get 
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The final TF will be: 
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Prob.2. ( Position Control System ): 

 Fig.3.7. below shows a simplified block diagram of an angular position 

control system. The reference selector and the sensor, which produce the 

reference input R=өR and the controlled output position c=өo, respectively, 

consist of rotational potentiometers. The combination of these units represents 

a rotational comparison unit that generates the actuating signal E for the 

position control system, as shown in Fig.3.8 ,where kө, in volts per radian, is 

the potentiometer sensitivity constant. The symbolic comparator for this 

systemis shown in Fig.3.9. The transfer function of the motor-generator 

control is obtained by writing the equations for the schematic diagram shown 

in Fig.3.8. This figure shows a dc motor that has a constant field excitation 

and drives an inertia and friction load. The armature voltage for the motor is 

furnished by the generator, which is driven at constant speed by a prime 

mover. The generator voltage eg is determined by the voltage ef applied to the 

generator field. The generator is acting as a power amplifier for the signal 

voltage ef . 

 

 

 

 

 

 

 

Fig.3.7. Position control system 

 

 

Op(s) 

Rotational 

potentiometer 

(m) 

(b) 

(e) Rotational 

potentiometer 
(r) ip(s) 
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- 
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Fig.3.8. Rotational position comparison 

 

Fig.3.9. its block diagram representation 

 

Fig.3.10. Motor-generator control 

 

The equations that described the system in Fig.3.10. can be written as: 

fffff iRDiLe                   (3.1) 

fgg iKe                    (3.2) 

Input device 

Reference input Input potentiometer 

Error measuring device 

𝐸  𝐾𝑠 𝜃𝑅 − 𝜃𝑜  
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mmgmmgmg iRRDiLLee )()(                (3.3) 

0DKe bm                    (3.4) 

00

2  BDJDiKT mT                   (3.5) 

According to the eq’s(3.1-3.5) can be draw the block diagram of the system in 

Fig.3.10. same as the Fig.3.11; 

 

Fig.3.11. Block Diagram of the Motor-generator control system 

 

The transfer functions of each block, as determined in terms of the pertinent 

Laplace transforms, are as follows: 
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The block diagram can be simplified, as shown in Fig.3.12, by combining the 

blocks in cascade. The block diagram is further simplified, to get the final 

transfer finction of vthe system as follow: 

 

Fig.3.12. simplified block diagram 

The next step is to apply the negative rule to get: 
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The final block diagram of the this example will be as follows: 
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H.W. Find the Simulation Diagram for the transfer function Gx(s) ? 

 

Prob.3. Simplified the block diagram for the system shown below .   

 

 

 

 

 

 

Solution: 

We can notice the following 

1.G2 and H2 is standard negative feedback system and the transfer function  

will be as: 

221

2
1

HG

G
Gt


  

 

 

 

 

 

2. The transfer function of the parallel combiation of H1/G2 and unity forward 

path will be as : 

2

1
12

G

H
Gt   



 

 

 

 

 

 

90 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

 

3.Gt1 ,Gt2 ,G3 and H3 combination is a standard negative feedback control 

system and its transfer function will be: 

 

33211

321
3

HGGtGt

GGtGt
Gt


  

 

4.Gt3,G1 and unity feedback control system is a standard negative feedback 

its transfer function will as in the follwing block diagram 

 

The final transfer function of the system is: 

131321213332221

)12(31

HGGGGGHHGHGGHG

HGGG

R

C




  

 

Example 5. Simplified the following block diagram shown in Fig.3.13.a 

 

(a) 

By using the standard rules for reduction can be get the overall all T.F by the 

steps (b-e), That is shown below: 
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(b) 

 
(c) 

 
(d) 

 
(e) 

Fig.3.13( b-e ): Steps for the solution of reduction the B.D. in Fig.3.13.a. 

 

The final transfer function is 

3211322211

321

)(

)(

GGGHGGHGG

GGG

sR

sY


  

 

Prob.4. For Matlab :Find the overall transfer function(C(s)/R(s)) of the 

following control system using Matlab. 

Solution: 

MATLAB provides the ‘‘feedback’’ function 

 to calculate the overall (closed -loop) transfer function 
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 as shown by the following m-file. 

% The feedback command calculates the closed-loop transfer 

% function for a given forward transfer function G(s) 

% and feedback transfer function H(s) 

% Type ''help feedback'' for more information 

% Example 1: 

% Define a forward transfer function 

% using the tf command 

% System = tf (numerator, denominator) Transfer function: 5/(s +5) 

G = tf([5],[1 5]) 

% Define a feedback transfer function H(s)= 1/s 

% using the tf command 

H =tf([1],[1 0], % System = tf (numerator, denominator) Transfer function: 1/s 

% For a non-unity, negative feedback system the 

% closed loop transfer function is 

cltf = feedback (G,H,-1) 

%Transfer function:5s / (s^2 +5s+ 5) 

% For positive feedback use ''feedback (G,H,1)'' 

5s / (s^2 +5s -5) 

% The forward transfer function is calculated by multiplying  

% G(s) and H(s) ; G *H : Transfer function: 5 / ( s^2+ 5s); The program: 

G = tf([5],[1 5]) 

H =tf([1],[1 0] 

cltf = feedback (G,H,-1) 
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Prob.5. Construct the block diagram for the system shown 

below(q,q1,q2,h1,h2) are changes from steady state. 
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Loop 3: 
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Lecture No. Four 

 

 

Signal Flow Graphs 
 

 

 

This lecture will discusses the following topics 

 

4.1. Introduction.  

4.2. Flow-Graph Definitions. 

4.3. Rules of Signal flow graph: 

4.4. Signal flow graph for control system. 

4.5. State Transition Signal Flow Graph 

4.6. Simplification for the system of dual inputs  

4.7. Matlab program for signal flow graph  
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4.1. Introduction:  

The block diagram is a useful tool for simplifying the representation of a 

system. The block diagram has only one feedback loop and may be categorized 

as simple block diagrams. When it has two, three, etc, feedback loops; thus it is 

not a simple system. When intercoupling exists between feedback loops, and 

when a system has more than one input and one output, the control system and 

block diagram are more complex. Having the block diagram simplifies the 

analysis of complex system. Such an analysis can be even further simplified by 

using a signal flow graph (SFG), which looks like a simplified block diagram.  

An SFG is a diagram that represents a set of simultaneous equations .It 

consists of a graph in which nodes are connected by directed branches. The 

nodes represent each of the system variables. A branch connected between two 

nodes acts as a one-way signal multiplier: the direction of signal flow is 

indicated by an arrow placed on the branch, and the multiplication of general 

matrix block diagram representing the state and output equations. factor 

(transmittance or transfer function) is indicated by a letter placed near the 

arrow. Thus, in Fig.4.1, the branch transmits the signal x1 from left to right and 

multiplies it by the quantity a in the process. The quantity a is the transmittance, 

or transfer function. It may also be indicated by a=t12 , where the subscripts 

show that the signal flow is fromnode1to node 2. 

 

 

Fig.4.1. Signal flow graph for x2=ax1 
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4.2. Flow Graph Definitions.  

The analysis of flow graph is achieved by mathematic process of anode that it 

performs two functions:  

1. Addition of the signals on all incoming branches  

2. Transmission of the total node signal (the sum of all incoming signals) to all 

outgoing branches these functions are illustrated in the graph of Fig.4.2, which 

represents the equations 

 

dwycwxbvauw  ,,                            (4.1) 

Three types of nodes are of particular interest:  

Source nodes (independent nodes).These represent independent variables and 

have only outgoing branches. In Fig.4.2, nodes u and v are source nodes.  

Sink nodes (dependent nodes). These represent dependent variables and have 

only incoming branches. In Fig.4.2, nodes x and y are sink nodes.  

 

Fig.4.2. Signal flow graph for equation(4.1) 

Mixed nodes (general nodes). These have both incoming and outgoing 

branches. In Fig.4.2, node w is a mixed node. A mixed node may be treated as a 

sink node by adding an outgoing branch of unity transmittance, as shown in 

Fig.4.3, for the equation 

cbvcaucwxbvauw  &,                                               (4.2) 
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A path is any connected sequence of branches whose arrows are in the same 

direction. A forward path between two nodes is one that follows the arrows of 

successive branches and in which a node appears only once. In Fig.4.2, the path 

uwx is a forward path between the nodes u and x. 

 

Fig.4.3. Mixed and sink nodes for a variable 

 

Input Node (Source): An input node is a node that has only outgoing branches. 

Output Node (Sink): An output node is a node that has only incoming branches. 

However, this condition is not always readily met by an output node.  

Path: A path is any collection of a continuous succession of branches traversed 

in the same direction. The definition of a path is entirely general, since it does 

not prevent any node from being traversed more than once.  

Forward Path: A forward path is a path that starts at an input node and ends at 

an output node and along which no node is traversed more than once.  

Loop: A loop is a path that originates and terminates on the same node and 

along which no other node is encountered more than once.  

Forward-Path Gain: The forward-path gain is the path gain of a forward path. 

Loop Gain: The loop gain is the path gain of a loop.  

Nontouching Loops: Two parts of an SFG are nontouching if they do not share 

a common node.  
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4.3. Rules of Signal flow graph 

When constructing an SFG, junction points, or nodes, are used to represent 

variables. The nodes are connected by line segments called branches, according 

to the cause-and-effect equations. The branches have associated branch gains 

and directions. A signal can transmit through a branch only in the direction of 

the arrow.  

 

1. The value of a node with one incoming branch, as shown below is 

12 aXX                                                                                                        (4.3) 

 

2. The total transmittance of cascaded branches is equal to the product of all 

branch transmittances. Cascaded branches can be combined into a single branch 

by multiplying the transmittances ,as shown below. 

 

 

 

3. parallel branches may be combined by the transmittances, as shown below. 

 

 

 

 



 

 

 

 

 

 

 

100 
 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

4. A mixed mode may be eliminated as shown below 

 

5. A loop may be eliminated as shown below 

 

The derivation of last relationship can be explained as in the following 

equations. 

 























1
1

31)1(3

133313

312

23

X
bc

ab
XabXbcX

abXbcXXbcXabXX

cXaXX

bXX

                                                           (4.4) 

 

6. Signal flow graph (SFG) applies only to linear systems. 

7. The equations for which an SFG is drawn must be algebraic equations in the 

form of cause and effect. 

8. Nodes are used to represent variables. Normally, the nodes are arranged from 

left to right, from the input to the output, following a succession of cause-and-

effect relations through the system. 
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-a- 

-b- 

-c- 

-d- 

-e- 

4.4. Signal flow graph for control system 

Some signal flow graphs of simple control system are shown in Fig.4.4. For 

such simple graphs, the closed loop transfer function C(s)/R(s) can be obtained 

easily by inspection. For more complicated signal flow graphs, Mason’s gain 

formula is quite useful. 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Fig.4.4.(a-e). Signal flow graph forms for simple control system. 
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In many practical cases e wish to determine the relationship between an input 

variable and an output variable of the signal flow graph. The transmittance 

between an input node and an output node is the overall gain, or overall 

transmittance, between these two nodes. Mason’s gain formula, which is 

applicable to the overall gain, is given by 

 



p

kkPP
1

                                                                                                 (4.5)   

Where  

Pk=path gain or transmittance of the Kth forward path 

∆k= cofactor of the Kth forward path determinant for the graph with the loops 

touching the Kth forward path removed. 

∆=determinant of the graph. 

∆=1-(sum of all different loop gains)+(sum of gain products of all possible 

combinations of two nontouching loops)- (sum of gain products of all possible 

combinations of three nontouching loops)+……. 

  
cb fed

fedcb
a

a LLLLLL
, ,,

.....1  

 
a

aL sum of all different loop gains 

 
cb

cbLL
,

sum of gain products of all possible combinations of two nonteaching 

loops 


fed

fed LLL
,,

=sum of gain products of all possible combinations of three 

nonteaching loops. 
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Example(1): Find the transfer function C(s)/R(s) for the system block diagram 

shown below by using Mason' gain formula? 

 

Solution:  

In the system there is only one forward path between the input R(s) and the 

output C(s). The forward path gain is,  

3211 GGGp   

From the signal flow graph, we see that there are three individual loops.  

The gains of these loops are; 

1211 HGGL   

2232 HGGL   

3213 GGGL  ` 

Note that since all three loops have a common branch, there are no non-

touching loops; hence, the determinant is Δ given by 

∆=1-( 1L + 2L + 3L )=1- 121 HGG + 223 HGG + 321 GGG  

The factor ∆1 of the determinant along the forward path connecting the input 

node and output node is obtained by removing the loops that touch this path. 

Since path P1 touch all loops, we have 

 ∆1=1 

Therefore the overall transfer function of the closed loop system is given by 
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 11

)(

)( P

sR

sC
 

321232121

321

1)(

)(

GGGHGGHGG

GGG

sR

sC


  

 HW. Try to obtain the transfer function by block diagram reduction and 

compare the results.  

Example (2): Consider the SFG of a system shown in the following figure. 

Obtain the closed-loop transfer function C(s)/R(s) by use of Mason's gain 

formula? 

 

Solution: 

In this system there are three forward paths between the input and the output. 

543211 GGGGGp   

54612 GGGGp   

7613 GGGp   

There are four individual loops in this system 

141 HGL   

2722 HGGL   

25463 HGGGL   

254324 HGGGGL   
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Loop L1 does not touch Loop L2  and there are no nontouching loops in this 

system just L1 and L2 so that the determinant of the system ∆ will be 

∆=1-( L1 +L2+ L3+ L4)+ L1 L2 

The factor ∆1 is obtain from ∆ by removing the loops that touch p1 ,therefore by 

removing L1,L2 , L3, L4 and  L1 L2 ,the factor  ∆1  =1. 

Similarly  by eliminating all loops in ∆ that touch p2. 

∆2  =1 

∆3   can be obtained by removing ,L2 , L3, L4 and  L1 L2 from the ∆ that touch p3 

∆3=1- L1  ;  The transfer function of the closed loop system C(s)/R(s) 

)(
1

)(

)(
332211 


 ppp

sR

sC
 

2543227214254627214

14721546154321

1

)1(

)(

)(

HGGGGHGGHGHGGGHGGHG

HGGGGGGGGGGGGG

sR

sC




  

To illustrate how an equivalent SFG of a block diagram is constructed and how 

the gain formula is applied to a block diagram, consider the block diagram 

shown in Fig.4.5.(a). The equivalent SFG of the system is shown in Fig. 4.5.(b). 

 

(a) 
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(b) 

Fig. 4. 5. (a) Block diagram of a control system, (b) Equivalent signal flow 

graph. 

Notice that since a node on the SFG is interpreted as the summing point of 

all incoming signals to the node, the negative feedbacks on the block diagram 

are represented by assigning negative gains to the feedback paths on the SFG. 

First we can identify the forward paths and loops in the system and their 

corresponding gains. That is: forward path gain 

3211 GGGp   

412 GGp   

Loop gains 

1211 HGGL   

2322 HGGL   

3213 GGGL   

244 HGL   

415 GGL   

The closed loop transfer function of the system is obtained by applying   Mason' 

gain formula to the SFG or using  the block diagram  reduction. 




 41321

)(

)( GGGGG

sR

sY
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41243212321211 GGHGGGGHGGHGG   

4124321232121

41321

1)(

)(

GGHGGGGHGGHGG

GGGGG

sR

sY




  

 

4.5. State Transition Signal Flow Graph:  

The state transition SFG or, more simply, the state diagram, is a simulation 

diagram for a system of equations and includes the initial conditions of the 

states. Since the state diagram in the Laplace domain satisfies the rules of 

Mason’s SFG, it can be used to obtain the transfer function of the system and 

the transition equation. The basic elements used in a simulation diagram are a 

gain, a summer, and an integrator. The signal-flow representation in the Laplace 

domain for an integrator is obtained as follows: 

)()();()( 2121
. txtsxtxtx                                                                               (4.6) 

s

tx

s

tx
tX

)()(
)( 012

1                                                                                    (4.7) 

 

Fig.4.6. Representations of an integrator in the Laplace domain in a signal flow 

graph 

 

The above equation may be represented either by Fig.4.6.a or Fig.4.6.b. A 

differential equation that contains no derivatives of the input, as given by: 

uyayDayDayD n
n

n  
 01

1
1                                                               (4.8) 
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Example 4: For the following equation find: 

u
LC

y
LC

y
L

R
y

11...   

(a) Draw the state diagram. (b) Determine the state transition equation? 

Solution:  

(a) The state Diagram, Fig. below, includes two integrators, because this is a 

second-order equation. The state variables are selected as the phase variables 

that are the outputs of the integrators, that is, x1=y and x2= x1.  

(b) The state transition equations are obtained by applying the Mason gain 

formula with the three inputs u, x1(t0), and x2(t0): 

)(
)(

/
)(

)(
)(

)(

/1(
)(

2

02

2

01

11

1 sU
s

LCs
tx

s

s
tx

s

LRss
sX
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)(
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s
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21

1)(


  

The signal flow graph for this system is  

 



 

 

 

 

 

 

 

109 
 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

 

After simplification these equations become 











)(2

)(1
)(

sX

sX
sX  
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sLC
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4.6. Simplification for the system of dual inputs: 

  According to the principle of superposition theory, we must find the output 

by considering one input at a time and cancelled another courses. For the system 

is shown in Fig.4.7, we find C1(s)/R(s), and then C2(s)/D1(s), and C3(s)/D2(s), 

the final output of system is achieved by summation of these three inputs;  

C= C1+ C2+ C3 

 

Fig.4.7. Block diagram for dual inputs control system. 
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Output due to input R(s):  

Let D1(s)=0 and D2(s)=0, Hence the system becomes; the transfer function for 

this block is ; 

 

)()()()(1

)()(

)(

)(

2121

211

sHsHsGsG

sGsG

sR

sC


              (4.9) 

Output due to input D1(s):  

Let R(s)=0 and D2(s)=0, Hence the system becomes; the transfer function for 

this block is ; 

 

)()()(1

)(

)(

)(

211

2

1

2

sHsHsG

sG

sD

sC


              (4.10) 

Output due to input D2 (s):  

Let R1(s)=0 and D1(s)=0, Hence the system becomes; the transfer function for 

this block is ; 
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)()()(1

)()()(

)(

)(

2121

212

2

3

sHsHGsG

sHsGsG

sD

sC




           (4.11) 

The total output of the system is the summation of outputs with respect to a 

corresponding input:  

C= C1+ C2+ C3 

)()()(1

)()()(

)()()(1

)(

)()()()(1

)()(
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211

21

2121
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sGD
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2121
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The solution by using signal flow graph:  

 

Firstly draw the signal flow graph diagram for original B.D; 

 

 



p

kkPP
1

 

When apply the superposition theory can be get;  
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Output due to input R(s):  

Let D1(s)=0 and D2(s)=0, the signal flow graph becomes; 

  

 

By apply the Mason's formula: 

)()( 211 sGsGp   

)()()()( 21211 sHsHsGsGL   

02 L  

)()()()(11 21211 sHsHsGsGL   

11   

)(
1

11


 PPR  

)()()()(1

)()(

)(

)(

2121

211

sHsHsGsG

sGsG

sR

sC
PR


  

 

Output due to input D1(s):  

Let R(s)=0 and D2(s)=0, the signal flow graph becomes; 

 

)(21 sGp   

)()()()( 21211 sHsHsGsGL   
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)()()()(11 21211 sHsHsGsGL   
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Output due to input D2(s):  

Let R(s)=0 and D1(s)=0, the signal flow graph becomes; 

 

)()()( 2211 sHsGsGp   

)()()()( 21211 sHsHsGsGL   
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)()()()(1

])()()()[(

2121

221112

sHsHsGsG

DsHsGDRsGsG
C




  

Note: Where the denominator represents the polynomial of the system 

therefore; it has the same form in all inputs affect and in all form where the 

polynomial refer to clc's of the system (i.e. A matrix in state space form ). 

 

Example 5: Find the T.F for the block diagram shown below? 

 

Solution:  

By using superposition theory:  

1. C/R(s) by set D1 and D2=0; the block becomes: 

  

 

And can be continue with solution by using B.D.R and By using S.F.G. and this 

is a home work. From all the above examples, we can see that all loops and 

forward paths are touching in this case. 
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As a general rule, if there are no nontouching loops and forward paths in the 

block diagram or SFG of the system, then the Mason' gain formula can be 

putted in a simplified formula, as shown next. 





gainsloop

gainspathforward

R

C

1
 

 

4.7. Matlab program for signal flow graph  

Also all the complex solution can be minimize by using MATLAB with the 

following program, for the control system that is shown in Example 5, we can 

find the solution by using Matlab program. The following program for MISO 

system to get the final transfer function which can be get analytically by block 

diagram reduction or signal flow graph.  

Program in MATLAB to find T.F. of MISO system:  

n1=[1];d1=[1];  

n2=[8.5];d2=[1];  

n3=[1];d3=[1 0];  

n4=[10];d4=[1 10];  

n5=[.8];d5=[1];  

n6=[4];d6=[1 16];  

n7=[1 1];d7=[1 4 10];  

n8=[1];d8=[1];  

n9=[1];d9=[1];  

nblocks=9;  

blkbuild;  

q=[ 1 0 0 0  

2 1 -6 0  

3 2 -5 8  
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4 2 -5 8  

5 3 4 9  

6 7 0 0  

7 3 4 9  

8 0 0 0  

9 0 0 0 ];  

iu=9;  

iy=7;  

[ac,bc,cc,dc]=connect(a,b,c,d,q,iu,iy);  

[num,den]=ss2tf(ac,bc,cc,dc,1)  

printsys (num,den)  

%i/p R & O/P C  

% 4.2633e-014 s^4 + 93.5 s^3 + 1674.5 s^2 + 2941 s + 1360  

%T.F. R/C= ------------------------------------------------------------------------- 

% s^5 + 38.8 s^4 + 458 s^3 + 2085.2 s^2 + 4314 s + 1620  

%i/p D1 & O/P C  

% 2.8422e-014 s^4 + 11 s^3 + 197 s^2 + 346 s + 160  

% T.F C/D1= -----------------------------------------------------------------------  

% s^5 + 38.8 s^4 + 458 s^3 + 2085.2 s^2 + 4314 s + 1620  

%i/p D1 & O/P C  

% s^4 + 27 s^3 + 186 s^2 + 160 s - 1.728e-011  

% T.F. D2/C ------------------------------------------------------------------------  

% s^5 + 38.8 s^4 + 458 s^3 + 2085.2 s^2 + 4314 s + 1620 
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Lecture No. Five 

 

Transient Response 

Analysis 
 

This lecture will discusses the following topics 

 

5.1. Analysis of typical control system. 

5.2. Samples of systems Response. 

5.3. Test inputs. 

5.4. Second –order systems and T.R. specifications. 

5.5. Parameters of transient-response.  

5.6. Solved problem. 
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5.1. Analysis of a typical control system 

Consider a first differential equation            )()(
)(

tutax
dt

tdx
  

This may be the equation of  a physical system with input u(t) and output x(t) 

i)function ) is that part of  t response which occurs near t =0 and then  decays 

.this part of t response is due to the characteristics of the system only . 

ii) Steady state part (s.s) (particular integral) is that part of the response which 

is present throughout the period t=0 to t= .but at t    this the complete solution 

because the transient part is absent. 

The nature of steady state response depends of external input only .complete 

solution=Tr part +S.S part   

i) Auxiliary equation (characteristic equation):   amam  0  

Transient part atAe   

ii) Steady state part 

let u(t)=U(constant) 

0
)(


dt

tdx
 at steady state:        

a

U
XUaX ssss   

a

U
AetX at  )(  

If we know x(t)=0 at t=0: )1()( ate
a

U
tX   

At t=0 ,  x(t)=0 
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at  t=∞ , x(t)=U/a 

at t=1/a, x(t)=0.63 U/a 

T=1/a =time constant (see Fig.5.1) 

 

Fig. 5.1. Response of first order system 

5.2. Samples of systems Response. 

i) R-C , R-L circuit with constant voltage input. 

 

 

 

 

 

 

 

Fig.5.2. Example of RLC circuit with constant voltage input. 



 

 

 

 

 

 

120 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

ii) A sudden voltage applied an electric oven. 

 

iii) Constant supply voltage switched on to motor. 

 

All these system may be represented by differential equation of first order. 

SUCH SYSTEMS ARE CALLED FIRST ORDER SYSTEMS 

Consider  a D.C. motor operating with a constant field current   .If the input to 

the motor is taken as   (armature voltage) and the output is taken as speed ω 

.The differential equation of the motor may be written as :-
     

    
       

        

Using ʻDʼ operator                     

    

     
 

 

   
 



 

 

 

 

 

 

121 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Prof. Dr. Yousif Al Mashhadany 

2021 - 2022 

If we define θ as the output variable,   
  

  
 

      

   
  

     

  
       

              

    

     
 

 

      
 

 

 

 

 

 

 

 

 

 

Analysis of a position control system: 
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Block diagram: 

 

Simplified block diagram: 

 

 

  

 

  (   
 

      

 

 
)  

 

      
 

Where  K = system gain 

  

  
 

 

    
 

 
      

  
 

      

 
 

       
 

       

   
  

      

  
               

 

  is parameter of the motor:  

     
 

 
 

Where A is amplifier gain and 
 

 
 is gear ratio. 
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5.3. Test inputs 

i) Step function: a step is a sudden change in the value of the physical quantity 

     from one level (usually zero) to another level, in zero time. 

 

     {
                
                

 

 

Unit step: 

     {
                
                

 

 

ii) Ramp Function: ramp is a signal which starts from a zero level and 

increase linearly with espect to time. 

     {
               
               

 

 

 

 

iii) Pulse Function: a pulse may be considered as a step function which is 

present for limited period. 

      {
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iv) Impulse Function: if in the pulse, the width is decreased and the height is 

increased such that. 

 

 

 

 

 

 

      
   

      , the resulting function is impulse      . 

 

5.4. Second –order systems and T.R. specifications. 

Differential Equation of the C.L position control system: 

       

   
  

      

  
               

For step input ,              

       

   
  

      

  
           

Solve the differential equation. 

i) S.S  solution ( ̇      ̈      ) 

          

ii) Transient solution 

Auxiliary equation:                                

(characteristic  equation)                   
   √     
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Case I: The two roots are distinct. 
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Case II: Repeated Roots. 

 

                             

 

                     
     

                 
     

 

Case III: Complex Conjugate Roots. 
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Response of Position Control System: 

i) Distinct Roots.                           
         

                         

ii) Repeated Roots.                              
     

 iii) Complex Conjugate Roots.            
               

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.3. Cases of Response for Control System. 
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1. Response becomes faster and faster as the roots moved along the –ve 

real axis. The time constant   
 

 
   also decreases progressively. 

2. Damping increases as the roots moves away in the –ve real dirction. 

3. Frequency of oscillation increases as the roots move away from the real 

axis (along the imaginary axis direction). 

All control system design methods attempt to shift the roots of the 

characteristic equation from an undesirable location to a desirable location. 

 

5.5. Parameters of transient-response.  

In many practical cases , the desired performance characteristics of control 

systems are specified in terms of time domain quantities .Systems with energy 

storage cannot respond instantaneously and will exhibit transient response 

whenever they are subjected to inputs or disturbances. Frequently , the 

performance characteristics of a control system are specified in terms of the 

transient response to a unit-step input since it is easy to generate and is 

sufficiently drastic.(If the response to a step input is known , it is 

mathematically possible to compute the response to any input). 

The transient response of a system to a unit-step depends on the initial 

conditions. For convenience in comparing transient responses of various 

systems, it is a common practice to use the standard initial condition that the 

system is at rest initially with output and all time derivatives thereof zero. 

Then the response characteristics can be easily compared. 

The transient response of a practical control system often exhibits damped 

oscillations before reaching steady state. In specifying the transient-response 
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characteristics of a control system to a unit-step input , it is common to 

specifying the following: 

1. Delay time ,       

2. Rise time ,     

3. Peak time ,    

4. Maximum overshoot ,     

5. Settling time ,    

These specifications are defined in what follows and are shown graphically in 

fig. 

1. Delay time,    : the delay time is the time required for the response to reach 

half the final value the very first time. 

2. Rise time ,    :the rise time is the time required for the response to rise from 

10% to 90% ,5% to 95% , or 0% to 100% of its final value. For under-damped 

second –order systems, the 0% to 100% rise time is normally used. For over-

damped systems, the 10% to 90% rise time is commonly used. 

3. Peak time,   : the peak time is the time required for the response to reach 

the first peak of the overshoot.  

4. Maximum (percent) overshoot,    : the maximum overshoot is the 

maximum peak value of the response curve measured from unity. If the final 

steady-state value of the response differs from unity, then it is common to use 

the maximum percent over-shoot. It is defined by  

                          
 (  )     
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The amount of the maximum (percent) overshoot directly indicates the relative 

stability of the system. 

6. Settling time ,   :the settling time is the time required for the response curve 

to reach and stay within a range about the final value of size specified by 

absolute percentage of the final value (usually 2% or 5%). The settling time is 

related to the largest time constant of the control system .Which percentage 

error criterion to use may be determined from the objectives of the system 

design in question. The time-domain specifications just given are quite 

important since most control systems are time-domain systems; that is , they 

must exhibit acceptable time responses. (This means that the control system 

must be modified until the transient response is satisfactory). Note that if we 

specify the values of                       , then the shape of the response 

curve is virtually determined. This may be seen clearly from Fig.5.3. Second-

order systems and transient-response specifications. In the following , we shall 

obtain the rise time, peak time , maximum overshoot, and settling time of the 

second-order system given by Equation below. These values will be obtained 

in terms of ζ and   .The system is assumed to be under-damped. 

Rise time   :Referring to Equation, we obtain the rise time    by letting 

        or  

                          
 

√    
         

 Since           , we obtain from Equation the following equation: 

        
 

√    
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Or             
√    

 
  

  

 
 

 Thus ,the rise time    is 

   
 

  
      

  

  
  

   

  
 

Where β is defined in fig. clearly for a small value of         must be large. 

 

Fig. 5.4. Transient Response Parameters 

Peak time ,     Referring to Equation , we may obtain the peak time by 

differentiating c(t)  

with respect to time and letting this derivative equal can be simplified to 

  

  
     

             
 

√    
        

                 
   

√    
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and the cosine terms in this last equation cancel each other ,       , evaluated  

 

at        

 

 

 

Fig. 5.5. Transient – response specifications and definition of the angle β 

  

  
|
    

          
  

√    
          

This last equation yields the following equation : 

          

                                    Or                      

Since the peak time corresponds to the first peak overshoot,  

      . Hence  

   
 

  
 

The peak time    corresponds to one-half cycle of the frequency of damped 

oscillation. 
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Maximum overshoot    : The maximum overshoot occurs at the peak time 

or at           .Thus ,    is obtained as  

    (  )      
    (

 
  

)
      

 

√    
     

          ⁄      √    ⁄    

The maximum percent overshoot is          ⁄      . 

Settling time    : For an under-damped second-order system, the transient 

response is 

       
      

√    
              

√    

  
                   

The curves          √       are the envelope curves of the transient 

response for a unit-step input. The response curve c(t) always remains within a 

pair of the envelope curves , as shown in Fig. below. The time constant of 

these envelope curves is      ⁄ . . 

The speed of decay of the transient response depends on the value of the time 

constant     ⁄ . For a given    , the setting time     is a function of the 

damping ratio    
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5.6. Solved problem 

Prob.1. A field controlled d.c motor is characterized by the following 

differential equation. 

   
     

  
                

Where, w(t) is the angular velocity of the motor in radians/second and if is the 

field current in mA. 

a)if the motor is supplied with a step input of 100mA what is the steady state 

speed in r.p.m. 

at S.S                 ẇ=0 

                
   

      

    
  

  
      

               

b)in (a) how much time would be 

taken by  the motor to reach i)25% , ii)50% and iii)75% of the steady state 

speed? 

Characteristic equation  

(0.5m+1)=0 

     

          

At  t=0 , w(0)=0 

0=157+A 

A=     

                  

i)            of the S.S speed (157 rad/second) 
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       ⇒            

   

           

 

  

   
                    ⇒                          

       

  

   
                    ⇒                          

 

c)The above motor is used in a speed control scheme as shown in figure 

bolow. 

Draw the block diagram of the system and write down the differential 

equation of the closed loop system. Given that field resistance =100Ω, 

inductance 20H.     

i) M 
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from system equation. 

                  

 

  
 

    

      
  in rad/second =

      

       
  in r.p.m 

d) calculate the setting of the potentiometer to get a steady state speed of 

i) 900 r.p.m 

ii) 1100 

r.p.m 

 

 

 

       
    

       
 

      

      
 

       

          
 

H=0.005 volt/r.p.m 

    

     
 

 

    
 

       

          
 

      

     
  

     

  
                         

Differential Equation of the C.L system  
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i) For                    

          at steady state 

              
       

    
 

          volts 

Potentiometer factor =0.4506 

ii) For              r.p.m                       volts 

Potentiometer factor =0.5507 

 if the amplifier gain suddenly decreases by 25% what would be the 

range in the motor speed if it was earlier running at 900 r.p.m. when 

the motor is running at 900 r.p.m 

          volts 

Amplifier gain=750 

    

     
 

       

          
 

At S.S             
             

    
        r.p.m 
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Prob.2. A small electric oven is known to have a first order differential 

equation as its describing equation. when the rated input of 20 volt is applied 

to the oven at 25°C, the steady state temperature is found to be 1225°C and a 

temperature of 625°C is reached in 30 seconds. 

a) Write down the differential equation of the oven. 

General first order differential equation. 

     

  
              

                 Oven            Oven 

               Temperature    Voltage  

t=0  , T=25° 

t=30 , T=625° 

t=  , T=1225° 

    
 

 
                  

             
 

 
   

Initial condition at t=0 , T(t)=25 

     
 

 
          

 

 
   

     (   
 

 
  )       
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At t=∞ (steady 

state); 

T(t)=1225°C 

     
 

 
    

At t=30 , T(t)=625 

    (   
 

 
  )        

 

 
   

                         

a=0.0231049 

b=1.4151755 

Oven equation is 

     

  
                      

b) it is now required to control the temperature of the oven by a close loop 

feedback system as shown in figure below. Obtain the differential equation of 

the overall system. 
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c)calculate the value of ʻAʼ such that if ʻAʼ increases by 10% the steady state 

change in the oven temperature does not exceed 0.5°C for      volts 

          

           

                      
 

       

                  
     

                                         

                                   

  
          √                               

            
 

A=2924.158 

d) Calculate the time constant of the closed loop system for the value of ʻAʼ 

calculated in part (c). 
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Time constant=   
 

 
              

e)what is the range of input command in volts required for controlling the 

temperature from 100°C to 1000°C. 

At              
              

                         
   

           

         
   

             

at T=100 

100=994.472*                     volt 

at T=1000 

                                 volt 

The range of input command is                     
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Prob. 3: .For the system shown in Fig. below where       and    

         . Let us obtain the rise time   ,peak time   ,maximum overshoot 

  , and settling time    when the system is subjected to a unit-step unit. 

 
Solution: 

From the given values of    and    , we obtain  

     √        and           

Rise time     The rise time is 

   
   

  
 

      

 
 

where β is given by  

       
  

 
      

 

 
          

The rise time    is thus : 

   
         

 
          

peak time   : The peak time is  

   
 

  
 

    

 
           

Maximum over shoot   : The maximum overshoot is 

           ⁄             ⁄        

The maximum percent overshoot is thus 9.5% 

Settling time      For the 2% criterion , the settling time is  

   
 

 
 

 

 
          

For the 5% criterion  

   
 

 
 

 

 
       

𝒘𝒏
𝟐

𝒔 𝒔 𝟐𝜻𝒘𝒏 
 

R(s)    + 

  

C(s) 
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Lecture No. Six 

 

 

Steady-State Error 
 

 

 

This lecture will discusses the following topics 

 

6.1. Introduction.  

6.2. Steady-State Step Error Coefficient.  

6.3. Comparison between steady state error in open loop   

& closed loop system. 

6.4. Solved problems 
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6.1. Introduction.  

The simple closed-loop feedback system, with unity feedback, shown in Fig. 

6.1, may be called a tracker since the output c(t) is expected to track or follow 

the input r(t). The open-loop transfer function for this system is ( 

G(s)=C(s)/E(s) ),which is determined by the components of the actual control 

system. Generally G(s) has one of the following mathematical forms: 
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                                                              (6.1)  

 

 

Fig. 6.1. Unity–feedback control system 

Note that the constant term in each factor is equal to unity. The preceding 

equations are expressed in a more generalized manner by defining the standard 

form of the transfer function as: 

)(
).....1(

)......1(
)(

2

21

2

21 sGK
sasasas

sbsbsbK
sG mu

u

m

w

wm 



                             (6.2) 

Where  

a1, a2 ,….=constant coefficients 

b1, b2 ,….=constant coefficients 

Km      = gain constant of the transfer function G(s) 

m      = 0,1,2,…. Denotes the transfer function type 
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G'(s)       = forward transfer function with unity gain 

The degree of the denominator is n=m u. For a unity-feedback system, E and 

C have the same units. Therefore, Ko is non-dimensional, K1 has the  

units of seconds-1, K2 has the units of seconds-2.  

In order to analyze each control system, a ‘‘type’’ designation is introduced. 

The designation is based upon the value of the exponent m of s in 

Equation(6.1). Thus, when m=0, the system represented by this equation is 

called a Type 0 system; when m=1, it is called a Type 1 system; when m=2, it 

is called a Type 2 system; etc. Once a physical system has been expressed 

mathematically, the analysis is independent of the nature of the physical 

system. It is immaterial whether the system is electrical, mechanical, 

hydraulic, thermal, or a combination of these. The most common feedback 

control systems have Type 0, 1, or 2 open-loop transfer functions. It is 

important to analyze each type thoroughly and to relate it as closely as 

possible to its transient and steady-state solution. The various types exhibit the 

following steady-state properties:  

Type 0: A constant actuating signal results in a constant value for the 

controlled variable.  

Type 1: A constant actuating signal results in a constant rate of change 

(constant velocity) of the controlled variable.  

Type 2: A constant actuating signal results in a constant second derivative 

(constant acceleration) of the controlled variable.  

Type 3: A constant actuating signal results in a constant rate of change of 

acceleration of the controlled variable.  

These classifications lend themselves to definition in terms of the differential 

equations of the system and to identification in terms of the forward transfer 
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function. For all classifications the degree of the denominator of G(s)H(s) 

usually is equal to or greater than the degree of the numerator because of the 

physical nature of feedback control systems. That is, in every physical system 

there are energy-storage and dissipative elements such that there can be no 

instantaneous transfer of energy from the input to the output. However, 

exceptions do occur.  

6.2. Steady-State Step Error Coefficient.  

The error coefficients are independent of the system type. They apply to any 

system type and are defined for specific forms of the input, i.e., for a step, 

ramp, or parabolic input. These error coefficients are applicable only for stable 

unity feedback systems. The results are summarized in Table 6.1. 

 

Table 6.1. Definitions of Steady-State Error Coefficients for Stable Unity- 

Feedback  Systems 

Error 

coefficient 

Definition 

of error 

coefficient 

Value of error 

coefficient 

Form of input 

signal r(t) 

Step (Kp) 
ss

ss

te

tc

)(

)(
 )(lim 0 sGs  )(10 tuR   

Ramp (Kv) 
ss

ss

te

Dc

)(

)(
 )(lim 0 ssGs  )(11 ttuR   

Parabolic(Ka) 
ss

ss

te

cD

)(

)( 2

 )(lim 2

0 sGss
 

2

)(1

2

2 tutR   
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The step error coefficient is defined as: 

p

ss

ss K
tesignalacuatingofvaluestatesteady

tcoutputofvaluestatesteady
tcoefficienerrorstep 

)(

)(
 and implies 

only for a step input, r(t)=R0u-1(t).the steady state value of the output is 

obtained by apply final value theorem. 

]
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Similarly for e(t)ss 
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Substitute the above two equation to get step error coefficient  
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Since both numerator and denominator of the above equation in the limit can't 

be zero or infinity simultaneously, where 0mK ,the indeterminate  0/0  or 

/  never occur. Thus this equation reduces to Kp. Therefore applying (step 

error coefficient = ps KsG  )(lim 0 ) to each type system yields 

0
21

0
).....1)(1(

)......1)(1(
lim K

sTsT

sTsTK
K

ba

o
sp 




   for type zero system  

pK  for type one system  

pK  for type two system 

The ramp error coefficient is defined as: 

 

v
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Therefore applying (ramp error coefficient = vs KssG  )(lim 0 ) to each type 

system yields 

0
).....1)(1(

)......1)(1(
lim 21

0 



 

sTsT

sTsTK
sK

ba

o
sv  for type zero system  

1KKv   for type one system  

vK  for type two system 

The parabolic  error coefficient is defined as: 

 

a

ss

ss K
tesignalacuatingofvaluestatesteady

tcDoutputofderivativeondofstatesteady

tcoefficienerrorParabolic





)(

)(sec 2  

Therefore applying  (ramp error coefficient =
as KsGs  )(lim 2

0
) to each type 

system yields 

0
).....1)(1(

)......1)(1(
lim 212

0 



 

sTsT

sTsTK
sK

ba

o
sa  for type zero system  

0aK  for type one system  

2KKa   for type two system 

 

Table 6.2. below gives the values of the error coefficients for the Type 0,1, 

and 2 systems. These values are determined from Table 6.1. The reader should 

be able to make ready use of Table 6.2 for evaluating the appropriate error 

coefficient. The error coefficient is used with the definitions given in Table 

6.1 to evaluate the magnitude of the steady-state error. 
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Table 6.2. Steady-State Error Coefficients for Stable Systems 

System 

type 

Step error 

coefficient Kp 

Ramp  error 

coefficient Kv 

parabolic error 

coefficient Ka 

0 K0 0 0 

1 ∞ K1 0 

2 ∞ ∞ K2 

 

6.3. Comparison of steady state errors in open loop and closed loop 

systems:  

Consider the open loop control system and closed loop control system shown 

in Fig. 6.2(a,b). 

 

 

 

 

 

Fig.6.2. (a) block diagram of open loop, (b) closed loop system 

 

In the open loop control system the gain Kc is calibrated so that Kc=1/K, thus 

the transfer function of open loop control system is: 

sTsT

K

K
sG







1

1
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1
)(0  
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In the closed loop control system the gain Kp of the controller is set so that 

KpK˃˃1 

Assuming a step input, let us compare the steady state errors for those control 

systems. For the open loop control system the error signal is: 

)()()( tctrte  ; Or 

)()()( sCsRsE  ; → )()](1[)( 0 sRsGsE   

The steady state error in a unit step response is 

)(lim 0 ssEe sss   

s
sGse sss

1
)](1[lim 00   ; → )0(1 0G  

 

Table 6. 3. Steady state error in term of gain K 

 
Step input 

r(t)=1 

ramp input 

r(t)=t 

parabolic input 

r(t)=1/2 t
2 

 

Type 0 

system 
k1

1
 

 

∞ 

 

∞ 

 

Type 1 

system 

 

0 k

1
 

 

∞ 

 

Type 2 

system 

 

0 

 

0 k

1
 

 

If the G0(0),dc gain of the open loop control system is equal to unity, then the 

steady state error is zero. Due environmental change and aging of the 
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components, however   the dc gain G0(0) will drift from unity as time elapses 

and steady state error will no longer be equal to zero. Such steady state error 

will remain until the system is recalibrated see table (6.3). 

For the closed loop control system the error signal is: 

)()()( sCsRsE    

)(]
)(1

1
[)( sR

sG
sE


  

Where  

Ts

KK
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p




1
)(  

The steady state error in the unit step response is 
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1

G
   

KK p


1

1
 

In the closed loop system, gain Kp is set at a large value compared to 1/K. 

Thus the steady state error can be made small but not exactly zero. 

Let us assume the following variation in the transfer function of the plant, 

assuming Kc and Kp constant. 

Ts

KK





1
 

As an example let us assume that K=10,∆K=1 or ,∆K/K=0.1. Then the steady 

state error in the unit step response becomes  

1.01.11)(11  KK
K

ess  

For the closed loop system, if gain Kp is set at 100/K, then the steady state 

error in the unit step response becomes 

)0(1

1

G
ess
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)(
100

1

1

KK
k

ess



  

009.0
1101

1



sse  

Thus closed loop control system is superior to open loop control system in the 

presence of environmental changes, aging of components and the like, which 

definitely affect the steady state performance. 

 

6.4. Solved problems 

Prob. 1. A closed loop system as a forward transfer function given by: 

s
sH

ss

k
sG

1
)(,

16162
)(

2



  

Evaluate steady state error for input ( r(t)=2+t)); when the gain is equal to 

(2.2)?  

Solution:  

Open loop T.F.= G(s)*H(s)
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2,4/1
)16162(

lim)(lim
20 


  K

sss

K
ssGK sv  

1,4
4/1

1
 B

Kv

B
e velocityss  

positionssvelocityssss eee  =4+0=4 

 

Note; these two values cannot be added where everyone represents system 

response for certain input. 

 

Prob. 2. Find the steady state errors for the inputs,5u(t),5tu(t) and 5t
2
u(t) to the 

system shown below, the function u(t) is the  unit step. 

 

For the input 5u(t),the Laplace transform is 5/s, the  steady state error will be : 

21

5

201

5

4*3

2*120
1

5

)(lim1

5
)()(

0












 sG

ee
s

step  

For the input 5tu(t),the Laplace transform is 5/s
2
, the  steady state error will be 

: 


 0

5

)(lim

5
)()(

0 ssG
ee

s

ramp  

For the input 5t
2
 u(t),the Laplace transform is 10/s

3
, the  steady state error will 

be : 


 0

10

)(lim

10
)()(

2
0 sGs

ee
s

parabola  
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Example 3.A unity feedback system has the following forward transfer 

function: 

)9)(7(

)8(1000
)(






ss

s
sG  

Use Matlab to find Kp, )(stepe  and the closed loop poles to check the stability 

for the system. 

numg=1000*[1 8]; 

deng=poly([-7 -9]); 

G=tf (numg,deng); 

Kp=dcgain(G) 

Estep=1/(1+Kp) 

T=feedback(G,1); 

poles=pole(T) 

 

H.W. Find the value of K to yield a 10% error in the steady state for a unity 

feedback who has the following forward transfer function. Try to write Matlab 

code to solve this problem. 

)18)(14(

)12(
)(






ss

sK
sG  

Answer: K=189 
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Lecture No. Seven  

 

 

 

Routh’s Stability 

Criterion 
 

 

 

7.1. Introduction.  

7.2. Routh's Criteria Rules.  

7.3. Solved problem for Checking System Stability. 
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7.1. Introduction.  

The response transform X2(s) has the general form given by Equation 

(7.1),which is repeated here in slightly modified form. X1(s) is the driving 

transform. 

o

n

n

n

n bsbsbsb

sXsP
sX

sQ

sP
sX






 1

1

1

1
12

......

)()(
)(

)(

)(
)(            (7.1) 

The stability of the response X2(t) requires that all zeros of Q(s) have negative 

real parts. Since it is usually not necessary to find the exact solution when the 

response is unstable, a simple procedure to determine the existence of zeros 

with positive real parts is needed. If such zeros of Q(s) with positive real parts 

are found, the system is unstable and must be modified. Routh's criterion is a 

simple method of determining the number of zeros with positive real parts 

without actually solving for the zeros of Q(s). Note that zeros of Q(s) are poles 

of X2(s). The characteristic equation is 

0......)( 1

1

1  

 o

n

n

n

n bsbsbsbsQ       (7.2) 

If the bo term is zero, divide by s to obtain the equation in the form of 

Equation (7.2). The b's are real coefficients, and all powers of s from s
n
 to s

0
 

must be present in the characteristic equation. A necessary but not sufficient 

condition for stable roots is that all the coefficients in Equation (7.2) must be 

positive. If any coefficients other than b0 are zero, or if all the coefficients do 

not have the same sign, then there are pure imaginary roots or roots with 

positive real parts and the system is unstable. In that case it is unnecessary to 

continue if only stability or instability is to be determined. When all the 

coefficients are present and positive, the system may or may not be stable 

because there still may be roots on the imaginary axis or in the right-half s 

plane. 
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Routh's criterion is mainly used to determine stability. In special situations it 

may be necessary to determine the actual number of roots in the right half s 

plane. For these situations the procedure described in this section can be used. 

7.2. Routh's Criteria Rules: 

The coefficients of the characteristic equation are arranged in the pattern 

shown in the first two rows of the following Routhian array. These 

coefficients are then used to evaluate the rest of the constants to complete the 

array. 

  

 

 

 

 

 

 

 

 

The constants c1, c2, c3, … etc., in the third row are evaluated as follows: 

1

311
1

))(())((



 


n

nnnn

b

bbbb
C  

1

541
2

))(())((



 


n

nnnn

b

bbbb
C  

1

761
3

))(())((



 


n

nnnn

b

bbbb
C  

This pattern is continued until the rest of the c's are all equal to zero. Then the 

d row is formed by using the sn-1 and sn-2 rows. The constants are: 

S
n
            bn          bn-2         bn-4          bn-6          ……. 

S
n-1

          bn-1        bn-3         bn-5          bn-7          ……. 

S
n-2

          C1         C2          C3           ……. 

S
n-3

          d1          d2           d3           ……          

 .              . 

 .              . 

S              j1 

S
0
            k1 
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1

2131
1

)()(

C

CbbC
d nn  
  

1

3151
2

)()(

C

CbbC
d nn  

  

1

4171
3

)()(

C

CbbC
d nn  

  

This process is continued until no more d terms are present. The rest of the 

rows are formed in this way down to the s0 row. The complete array is 

triangular, ending with the s0 row. Notice that the s1 and s0 rows contain only 

one term each. Once the array has been found, Routh’s criterion states that the 

number of roots of the characteristic equation with positive real parts is equal 

to the number of changes of sign of the coefficients in the first column. 

Therefore, the system is stable if all terms in the first column have the same 

sign. 

 

7.3. Solved problem for Checking System Stability. 

Prob.1. Check the stability of the control system that it has characteristic 

equation in the following:  

Q(s)= s
5
 + s

4
 + 10s

3
 + 72s

2
 + 152s + 240 ?  

Solution:  

The Routhian array is formed by using the procedure described above: 

240

6.122

2406.70

8862

240721

152101

0

2

3

4

5

S

S

S

S

S

S
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In the first column there are two changes of sign, from 1 to -62 and from 62  to 

70.6; therefore, Q(s) has two roots in the right-half s plane (RHP).Note that  

this criterion gives the number of roots with positive real parts but does not 

tell the values of the roots. If the characteristic equation is factored, the roots 

are s1 = -3, s 2,3 = -1±j√3, and s4,5 = +2 ±j√4. This calculation confirms that 

there are two roots with positive real parts. The Routh criterion does not 

distinguish between real and complex roots. 

Prob.2. Check the stability of the control system that it has the following 

characteristic equation(C.E):  

C.E.= s
2
 + 3s + 2 ?  

Solution: 

2
3

1*02*3

03

21

0

1

2




S

S

S

 

Because no change in the first column (pivoted column), there are no poles in 

the right hand side (RHS) and hence the system is stable. 

 

Prob.3. Check the stability of the control system that it has clc's eqn. in the 

following:  

Q(s)= s
4
 + 3s

3
 + s

2
 + 3s + 1?  

Solution:   

The routh's array:   

?

??

10

033

111

2

3

4

S

S

S

S

S
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This  is one of the special cases ,so that when we get zero in routh's array to 

fill full this theory replace the zero by symbol (δ) and then can be determined 

the range of stability for this system: 

0

0/)33(

1

033

111

2

3

4

S

S

S

S

S







 

If we consider  a very small positive number [it has either a very small 

positive or a very small negative and this is optional and both of them gives 

same final result] 

A=(3δ – 3)/ δ=3-3/ δ  

Lim A= 3-∞ , A= -ve  

s→0  

This mean, there are two sign changes ( from +ve to –ve and from –ve to +ve) 

. In other words two poles in the right hand side of s-plane, therefore the 

system is unstable. 

 

Prob.4. The open loop transfer function of a unity negative feedback control 

system   shown below, find the number of poles in the left half ,right  half of s-

plane and on imaginary axis(jw). 

 

192128964824103(

128
)(

234567 


SSSSSSSS
sG loopopen

  

Solution: 

The characteristic equation of system is 
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128192128964824103)( 2345678  SSSSSSSSSQ  

Routh's table can constructed as follows 

?

?

?

?

????

0000

12864162

019696243

12812848101

0

1

2

3

4

5

6

7

8

S

S

S

S

S

S

S

S

S

  

This is the second special case ,when all the row elements are zeros. 

To solve this, return to first even polynomial (S
6
) and form a new polynomial 

which is called auxiliary equation as follows: 

12864162)( 246  SSSsP  

But the auxiliary equation in the simplest form and this can be done for each 

row of the Routh's table. 

64328)( 246  SSSsP  

Next step ,differentiate this polynomial with respect to S to form the 

coefficients that replace the row of zeros: 

064326
)( 35  SSS

ds

sdP  

Now the coefficients of S
5  

in the main table will be as follows: 

643265S  

Then complete the table as in the previous examples. If your calculation is 

correct you find two  sign changes from the even polynomial(sixth order). 

Hence ,the system has two right half plane poles. Because of the symmetry 
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about the origin ,the even polynomial must have an equal number in the left 

half plane poles. The remaining two will be on J-w axis. There are no sign 

change from the beginning of the table down to the even polynomial(sixth 

order). Therefore the rest of the polynomial has no right half plane poles. 

The final result will be  two poles in the right half, four poles in the left half 

and two poles on the imaginary axis. Hence the system is unstable.  

In the Matlab ,we will come to the closed loop control system and the code 

will be as follows: 

numg=128; 

deng =[1 3 10 24 . . . 

48 96 128  196  0] 

G1=tf(numg,deng); 

G=feedback(G1,1) 

poles=pole(G)       
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Prob.5. For the system shown below, find the minimum possible values of K 

at which the system is unstable? 

 

Solution:  

C.E= 1+O/L.T.F  

Routh's array  

KS

KS

KS

S

0

1

2

3

04/)44(

04

0111


 

O/L.T.F= G(s).H(s); H(s)=1;  

C.E. = 1+ K/s
3
+4s

2
 +11s= s

3
+4s

2
 +11s+K=0  

For stable sys. (44 – K)/ 4 ≥ 0  

For unstable sys. (44 – K)/ 4 ≤ 0  

Therefore; the min. value for stable is  

K ≥ 44. 
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Lecture No. Eight 

 

Root Locus. 
 

 

8.1.  Introduction. 

8.2.  General Rules of Root Locus. 

8.3.  Examples.  
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8.1. Introduction.  

To facilitate the application of the root-locus method, the following 

rules are established for K > 0. These rules are based upon the 

interpretation of the angle condition and an analysis of the characteristic 

equation. These rules can be extended for the case where K < 0. The rules 

for both K > 0 and K < 0 are listed in Sec. 7.16 for easy reference. The 

rules presented aid in obtaining the root locus by expediting the plotting 

of the locus. The root locus can also be obtained by using the MATLAB 

program. These rules provide checkpoints to ensure that the computer 

solution is correct. They also permit rapid sketching of the root locus, 

which provides a qualitative idea of achievable closed-loop system 

performance. 

  

8.2. General Rules of Root Locus.  

Rule 1: Number of Branches of the Locus: 

The characteristic equation C.E.(s)=1+G(s)H(s)=0 is of degree n=mu; 

therefore, there are n roots. As the open-loop sensitivity K is varied from 

zero to infinity, each root traces a continuous curve. Since there are n 

roots, there are the same numbers of curves or branches in the complete 

root locus. Since the degree of the polynomial C.E.(s) is determined by the 

poles of the open-loop transfer function, the number of branches of the 

root locus is equal to the number of poles of the open-loop transfer 

function. 

Rule 2: Real-Axis Locus: 

In Fig. 1 are shown a number of open-loop poles and zeros. If the angle 

condition is applied to any search point such as s1 on the real axis, the 
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angular contribution of all the poles and zeros on the real axis to the left 

of this point is zero. The angular contribution of the complex-conjugate 

poles to this point is 360
o
. (This is also true for complex-conjugate zeros.) 

Finally, the poles and zeros on the real axis to the right of this point each 

contribute 180
o 

(with the appropriate sign included). From Eq.(1) the 

angle of G(s)H(s) to the point s1 is given by 

 

 

                                                                                                          - - - -  - - (1) 

 

 

 

 
 

 

Therefore, s1 is a point on a branch of the locus. Similarly, it can be 

shown that the point s2 is not a point on the locus. The poles and zeros to 

the left of a point s on the real axis and the 360
o
 contributed by the 

complex-conjugate poles or zeros do not affect the odd-multiple-of-180
o
 

requirement. Thus, if the total number of real poles and zeros to the right 

of a search point s on the real axis is odd, this point lies on the locus. In 

Fig.1 the root locus exists on the real axis from p0 to p1, z1 to p2, and p3 

to z2. All points on the real axis between z1 and p2 in Fig.1 satisfy the 

angle condition and are therefore points on the root locus.  
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Fig.1. Determination of the real-axis locus. 

However, there is no guarantee that this section of the real axis is part of 

just one branch. Fig.2 a illustrate the situation where part of the real axis 

between a pole and a zero is divided into three sections that are parts of 

three different branches. 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. 
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Rule 3: Locus End Points: 

The magnitude of the loop sensitivity that satisfies the magnitude 

condition is given by Eq.(3) and has the general form in Eq.(4), 
  

 

                                                                                                                                      

 (3) - - - - -             

 

 

     (4) - - - - -                                                                                                         

 

Since the numerator and denominator factors of Eq.(4) locate the poles 

and zeros, respectively, of the open-loop transfer function, the following 

conclusions can be drawn: 

1) When s=pc (the open-loop poles), the loop sensitivity K is zero. 

2) When s=zh (the open-loop zeros), the loop sensitivity K is infinite. 

When the numerator of Eq.(4) is of higher order than the denominator, 

then s=1 also makes K infinite, thus being equivalent in effect to a zero. 

Thus, the locus starting points (K=0) are at the open-loop poles and the 

locus ending points (K=1) are at the open-loop zeros (the point at infinity 

being considered as an equivalent zero of multiplicity equal to the 

quantity n - w). 
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Rule 4: Asymptotes of Locus as s Approaches Infinity. 

 

Plotting of the locus is greatly facilitated by evaluating the asymptotes 

approached by the various branches as s takes on large values. Taking the 

limit of G(s)H(s) as s approaches infinity, based on Eqs.(5) and (6), yields 

 

                                                                                                                                      ------- (5) 

 

                                                                                                                                         ----------(6)       

 

 

                                                                                                                                              -------(7) 

 

Remember that K in Eq.(7) is still a variable in the manner prescribed 

previously, thus allowing the magnitude condition to be met. Therefore, 

as  s →∞,  There are n-w asymptotes of the root locus, and their angles 

are given by  

 

                                                                                                                                               

                                                                                                                    ----(8) 

 

                                                                                                                                        

                                                                                                                                           ---------(9) 

                                                                                                                                           

 

 

 

                                                                                                                                                  ---(10) 
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Eq.(10) reveals that, no matter what magnitude s may have, after a 

sufficiently large value has been reached, the argument (angle) of s on the 

root locus remains constant. For a search point that has a sufficiently 

large magnitude, the open-loop poles and zeros appear to it as if they had 

collapsed into a single point. Therefore, the branches are asymptotic to 

straight lines whose slopes and directions are given by Eq. (10) (see Fig.3). 

These asymptotes usually do not go through the origin. The correct real-

axis intercept of the asymptotes is obtained from Rule 5. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 

Rule 5: Real-Axis Intercept of the Asymptotes 

The real-axis crossing so of the asymptotes can be obtained by applying 

the theory of equations. The result is 

 

 

The asymptotes are not dividing lines, and a locus may cross its 

asymptote. It may be valuable to know from which side the root locus 

approaches its asymptote. The locus lies exactly along the asymptote if the 

s1=│s1│∟1 
 
s2=│s2│∟2 
. 
. 
sx=│sx│∟x 
. 
sx=∞∟ɤ 



 

 

 

 

 

 

171 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Assist. Prof. Dr. Yousif Al Mashhadany 

2020 - 2021 

pole-zero pattern is symmetric about the asymptote line extended through 

the point so. Rule 6: Breakaway Point 

Rule 6: Breakaway Point on the Real Axis  

The branches of the root locus start at the open-loop poles where K=0 and 

end at the finite open-loop zeros or at s=1.When the root locus has 

branches 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. 

on the real axis between two poles, there must be a point at which the two 

branches breakaway from the real axis and enter the complex region of 
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the s plane in order to approach zeros or the point at infinity. (Examples 

are shown in Fig. 4.a-3: between p0 and p1, and in Fig. 4.b-2: between p2 

and p3.) For two finite zeros (see Fig. 4.b-1) or one finite zero and one at 

infinity (see Fig. 4.a-1) the branches are coming from the complex region 

and enter the real axis. In Fig. 4.a-3 between two poles there is a point s a 

for which the loop sensitivity K z is greater than for points on either side 

of s a on the real axis. 

In other words, since K starts with a value of zero at the poles and 

increases in value as the locus moves away from the poles, there is a point 

somewhere in between where the K’s for the two branches simultaneously 

reach a maximum value. This point is called the breakaway point. Plots of 

K vs. s utilizing Eq.(3) are shown in Fig.4 for the portions of the root locus 

that exist on the real axis for K > 0. The point sb for which the value of K 

is a minimum between two zeros is called the break-in point. The 

breakaway and break-in points can easily be calculated for an open-loop 

pole-zero combination for which the derivatives of W(s)=K is of the 

second order. As an example, if  

 

 

 

 

 

 (11) - - - - - - - - - - - -                                                                                

 

When  s
3
+s

2
 +2s  is a minimum, -K is a minimum and K is a maximum. 

Thus, by taking the derivative of this function and setting it equal to zero, 

the points can be determined: 
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Since the breakaway point’s s a for K > 0 must lie between s=0 and s=-1, 

in order to satisfy the angle condition, the value is sa =-0:4257; 

The other point, sb=-1.5743, is the break-in point on the root locus forK 

<0. 

Substituting sa= 0.4257 into Eq. (11) gives the value of K at the breakaway 

Point for K > 0 as 

 

When the derivative of W(s) is of higher order than 2,a digital-computer 

program can be used to calculate the roots of the numerator polynomial 

of dW(s)/ds; these roots locate the breakaway and break-in points. Note 

that it is possible to have both a breakaway and a break-in point between 

a pole and zero (finite or infinite) on the real axis, as shown in Figs.4a-1, 

7.11a-2, 

and 4.b-3. The plot of Kvs. s for a locus between a pole and zero falls into 

one of the following categories: 

1. The plot clearly indicates a peak and a dip, as illustrated between p1 

and z1 in Fig. 4.b-3. The peak represents a ‘maximum’ value 

of K that identifies a break-in point. 

2. The plot contains an inflection point. This occurs when the breakaway 

and  break-in points coincide, as is the  case  between  p2 and  z1 in 

Fig. 4a-2. 



 

 

 

 

 

 

174 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Assist. Prof. Dr. Yousif Al Mashhadany 

2020 - 2021 

3. The plot does not indicate a dip-and-peak combination or an inflection 

point. For this situation there are no break-in or breakaway points. 

The next geometrical shortcut is the rapid determination of the direction 

in which the locus leaves a complex pole or enters a complex zero. 

Although in Fig.5.a complex pole is considered, the results also hold for a 

complex zero. 

In Fig.5.a, an area about p2 is chosen so that l2 is very much smaller than 

l0, l1, l3, and (l )1. For illustrative purposes, this area has been enlarged 

many times in Fig.5b. Under these conditions the angular contributions 

from all the other poles and zeros, except p2, to a search point anywhere 

in this area are approximately constant. They can be considered to have 

values determined as if the search point were right at p2.Applying the 

angle condition to this small area yields 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 
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In a similar manner the approach angle to a complex zero can be 

determined. For an open-loop transfer function having the pole-zero 

arrangement shown in Fig.6, the approach angle c1 to the zero z1 is given 

by  

In other words, the direction of the locus as it leaves a pole or approaches 

a zero can be determined by adding up, according to the angle condition, 

all the 

angles of all vectors from all the other poles and zeros to the pole or zero 

in question. Subtracting this sum from (1+2h)180
o
 gives the required 

direction. 

 

 

 

 

 

 

 

 

 Fig. 6  

 

Rule 7: Complex Pole (or Zero): Angle of Departure: 

 

The next geometrical shortcut is the rapid determination of the direction 

in which the locus leaves a complex pole or enters a complex zero. 

Although inFig.7.a complex pole is considered, the results also hold for a 

complex zero. 

In Fig. 7.a, an area about p2 is chosen so that l2 is very much smaller than 

l0, l1, l3, and (l) 1. For illustrative purposes, this area has been enlarged 

many times in Fig. 7.b. Under these conditions the angular contributions 

from all the other poles and zeros, except p2, to a search point anywhere 
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in this area are approximately constant. They can be considered to have 

values determined as if the search point were right at p2.Applying the 

angle condition to this small area yields. In a similar manner the 

approach angle to a complex zero can be determined. For an open-loop 

transfer function having the pole-zero 
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Arrangement shown in Fig.8, the approach angle c1 to the zero z1 is given 

by 

 

 

In other words, the direction of the locus as it leaves a pole or approaches 

a zero can be determined by adding up, according to the angle condition, 

all the angles of all vectors from all the other poles and zeros to the pole 

or zero in question. Subtracting this sum from (1+2h)180 gives the 

required direction. 

 

Rule 8: Imaginary-Axis Crossing Point: 

In cases where the locus crosses the imaginary axis into the right-half s 

plane, 

the crossover point can usually be determined by Routh's method or by 

similar means. For example, if the closed-loop characteristic equation 

D1D2+ N1N2=0 is of the form. 

 

 

 

 

 

 

 

 

 

 

An undamped oscillation may exist if the s_1 row in the array equals zero. 

For this condition the auxiliary equation obtained from the s 2 row is 

 

 

 

 

 

- - - - - - - - - - - (12) 

 

The loop sensitivity term K is determined by setting the s1 row to zero: 

K =bc/d 

For K > 0, Eq. (12) gives the natural frequency of the undamped 

oscillation. This corresponds to the point on the imaginary axis where the 



 

 

 

 

 

 

178 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Assist. Prof. Dr. Yousif Al Mashhadany 

2020 - 2021 

locus crosses over into the right-half s plane. The imaginary axis divides 

the s plane into stable and unstable regions. Also, the value of K from Eq. 

(K =bc/d) determines the value of the loop sensitivity at the crossover 

point. For values of K < 0 the term in the s0 row is negative, thus 

characterizing an unstable response. The limiting values for a stable 

response are therefore 

0 < K <bc/d 

In like manner, the crossover point can be determined for higher-order 

characteristic equations. For these higher-order systems care must be 

exercised in analyzing all terms in the first column that contain the term 

K in order to obtain the correct range of values of gain for stability. 

 

Rule 9: Intersection or Non-intersection of Root-Locus Branches: 

The theory of complex variables yields the following properties: 

1. A value of s that satisfies the angle condition of Eq. (1) is a point on the 

root locus. If dW(s)/ds ≠ 0 at this point, there is one and only one branch 

of the root locus through the point. 

2. If the first y_1 derivatives of W(s) vanish at a given point on the root 

locus, there are y branches approaching and y branches leaving this 

point; thus, there are root-locus intersections at this point. The angle 

between two adjacent approaching branches is given by 

 

 

Also, the angle between a branch leaving and an adjacent branch that is 

approaching the same point is given by 

 

 

Fig. 9. illustrates these angles at s=-3 ,with θy=45
o
  and λy=90

o
. 
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Ex.(1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

180 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Assist. Prof. Dr. Yousif Al Mashhadany 

2020 - 2021 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

181 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Assist. Prof. Dr. Yousif Al Mashhadany 

2020 - 2021 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

182 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Assist. Prof. Dr. Yousif Al Mashhadany 

2020 - 2021 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

183 

University of Anbar 
College of Engineering 

Dept. of Electrical Engineering 

Control Theory I 
Assist. Prof. Dr. Yousif Al Mashhadany 

2020 - 2021 

 

Ex.(2). Plot Root Loci for system shown below: 

 

 

 

 

 

 

 

 

Solution: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

s=-0.634 s=-2.366 
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Ex.(3). Plot the root loci for the system has the following T.F: 

 

 

 

 

 

Solution:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 θ=54.5o 

 θ=-54.5o 

 s=0.45 

 s=-2.26 

 s=- 2/3 

 θ=60o 
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Ex.(4). Plot Root Loci for system shown below: 

 

 

 

 

 

 

 

Solution: 
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Ex.(5). Plot Root Loci for system shown below: 

  

 

 

 

 

 

 

Solution: 
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Ex.(6). Plot the root loci for the system has the following T.F: 

 

 

 

Solution:  
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Ex.(7).  Plot the root loci for the system has the following T.F: 

 

 

Solution:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 


